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A number of guidelines on cost-effectiveness analysis (CEA) already exist. There are two reasons for producing another set. The first is that traditional analysis has focused on assessing new or additional interventions in comparison with current practice in that area. It is difficult to use this type of “incremental” analysis to determine if the current mix of interventions represents an efficient use of resources. Secondly, for all but the richest countries, the cost and time required to evaluate the large number of interventions and identify opportunities to enhance efficiency are prohibitive. It is important to maximize the possibility of generalizing results from one setting to another. The approach of generalized CEA (GCEA) proposed in this Guide seeks to provide analysts with a method of assessing whether the current mix of interventions is efficient as well as whether a proposed new technology or intervention is appropriate. It also seeks to maximize the generalizability of results across settings.

The WHO Guide to Cost-Effectiveness Analysis should be considered as complementary to existing guidelines on CEA. GCEA proposes the evaluation of interventions against the counterfactual of “doing nothing”, thereby providing decision-makers with information on what could be achieved if they could start again to build the health system, i.e. reallocate all health resources. As will be shown in the Guide, this information is a prerequisite to the definition of an efficient mix of interventions, achievable in the long run. This specific feature—not addressed in traditional CEA which typically evaluates new interventions in comparison with the current mix (intervention mix constrained CEA or IMC-CEA)—categorizes GCEA as a different, more fundamental, type of economic analysis. For many narrower applications of CEA, such as the appraisal of a new version of an existing drug in a specific country, the currently practised CEA remains an appropriate method although it should be realized that this does not inform decision-makers on the best use of health resources in general.\(^1\) It is also possible to undertake a traditional analysis as part of a GCEA.

The main objective of this Guide is to provide policy-makers and researchers with a clear understanding of the concepts and benefits of GCEA. It provides guidance on how to undertake studies using this form of analysis and how to interpret the results. The main focus is on those
methodological issues which make GCEA different from traditional CEA, such as the definition of the counterfactual for analysis. In addition, attention is paid to controversial issues in CEA where choices are required, such as the inclusion or exclusion of productivity costs. Furthermore, the Guide provides some detailed discussions on issues which are little debated in the literature but nevertheless important, for example, the technical approach to the transferability of cost estimates across settings. On all these matters, the Guide has benefited from a meeting of experts in cost-effectiveness analysis convened by WHO in Geneva in early 2002. In that meeting, the first version of the Guide was presented, and this published version builds on some of the discussion in that meeting.

Since GCEA and IMC-CEA are both embedded in the same economic framework, they share many of the same techniques which are discussed in detail elsewhere, such as the methods for the allocation of hospital costs. In those instances, the reader is referred to the other literature. This Guide proposes a standard set of methodological choices on how to perform GCEA to enhance the comparability and generalizability of results. The intended audience are those analysts with some background in CEA.

The Guide, in Part One, begins with a brief description of GCEA and how it relates to the two questions raised above. It then considers issues relating to study design, estimating costs, assessing health effects, discounting, uncertainty and sensitivity analysis, and reporting results. Detailed discussions of selected technical issues and applications are provided in a series of background papers, originally published in journals, but included in this book for easy reference in Part Two.

The first paper by Murray et al., on “Development of WHO Guidelines in Generalized Cost-Effectiveness Analysis” formally lays out the motivation and framework for GCEA. It highlights the use of GCEA for improving sectoral efficiency, based on the comparative analysis of current as well as proposed new interventions against a common counterfactual.

The second paper, “PopMod: A longitudinal population model with two interacting disease states”, is a detailed technical description of the multi-state dynamic life table that calculates the health and mortality experience of a population with two interacting conditions or disease states, as well as other causes of mortality and morbidity. It was developed by WHO in a spreadsheet format, and subsequent collaboration with a scientific consultancy group and Statistics Canada allowed the model to be transferred into various programming environments including a microsimulation version.

The next two papers, “Programme costs in the economic evaluation of health interventions” and “Econometric estimation of country-specific hospital costs”, describe how cost estimates can be derived for different subregions. The programme cost paper describes how one category of costs, those which represent resources consumed at all levels aside from
the actual delivery of the intervention to an individual recipient, is estimated through quantification of resource inputs, choice of resource prices, and accounting for different levels of coverage. Sources of data included figures from the literature and expert opinion. On the other hand, the hospital cost paper provides details on how multiple datasets collectively containing 2054 country years of observation from 49 countries were inputted into a model which can be used to produce estimates for hospital costs in countries where data are not available, with appropriate confidence intervals.

Uncertainty surrounds estimates of intervention effectiveness, costs and the resulting cost-effectiveness ratios. Two papers on uncertainty analysis are included. These are “Uncertainty in cost-effectiveness analysis: probabilistic uncertainty analysis and stochastic league tables” and “Stochastic league tables: communicating cost-effectiveness results to decision-makers”. The first paper shows how to construct uncertainty intervals for the estimated cost-effectiveness ratio of a single intervention, using Monte Carlo simulations to sample from distributions of key variables. The second paper takes a sectoral perspective and describes how uncertainty intervals of multiple interventions, even if overlapping, can still provide decision-makers with useful information through a stochastic league table showing the probabilities that a specific intervention will be included in the optimal mix for different resource levels.

“Effectiveness and costs of interventions to lower systolic blood pressure and cholesterol: a global and regional analysis on reduction of cardiovascular risk” is an application of the methods of generalized cost-effectiveness analysis in the field of cardiovascular risk factors. The analysis, using the methods described in the Guide and the papers, presents the cost-effectiveness of different kinds of interventions versus cardiovascular risk factors. It demonstrates the versatility of the method in dealing with non-personal or population-based (e.g. decreasing salt content of processed foods) and personal interventions (e.g. intake of medicines for individuals with a predicted risk of a cardiovascular event in 10 years above a pre-specified level). It also shows how GCEA can be used to calculate the cost-effectiveness of different combinations of interventions at different coverage thresholds.

The paper on the policy uses of generalized cost-effectiveness analysis, “Generalized cost-effectiveness analysis; an aid to decision-making in health”, describes the past experiences in sector-wide cost-effectiveness analysis and its apparent limitations that have restricted the results of CEA from being routinely incorporated into policy. This paper suggests that generalized cost-effectiveness analysis can be used to identify existing inefficiencies, if any, with current choices, and also to propose more cost-effective alternatives.

The final paper, “Ethical issues in the use of cost-effectiveness analysis for the prioritization of health care resources”, goes through the different ethical choices being made when undertaking cost-effectiveness analyses
and applying the results in policy development. Unlike the other papers which deal exclusively with generalized cost-effectiveness analysis, this is a generic exposition which applies to all cost-effectiveness analyses. It is included because of the need to make all analysts aware of the value choices inherent in work which is usually considered “technical” in nature.

The Guide and these papers are written in the context of the work of WHO-CHOICE: CHOosing Interventions that are Cost-Effective. WHO-CHOICE is assembling regional databases on the costs, impact on population health and cost-effectiveness of key health interventions. This work started in 1998 with the development of standard tools and methods and is now collecting, analysing, and disseminating for policy purposes data on costs and outcomes of a variety of interventions.

In addition to the present guidelines, WHO-CHOICE has developed tools to allow data to be collected and reported in a standardized way. They include a costing template (CostIt) to record cost data in a way that is of most use to analysts and policy-makers. This template assembles information on the quantities of inputs used in an intervention and their unit prices. Tools to collect primary data in a form consistent with the template have also been developed for particular interventions. Furthermore, a population model (PopMod) has been developed which will automatically calculate the effectiveness of interventions for a standardized population, in terms of outcome indicators such as disability-adjusted life years (DALYs) averted. “Monte Carlo League” (MCLeague), a programme that presents uncertainty around costs and effects to decision-makers in the form of stochastic league tables is also available. It provides additional information beyond that offered by the traditional treatment of uncertainty in cost-effectiveness analysis, presenting the probability that each intervention is included in the optimal intervention mix for given levels of resource availability. Versions of these tools are provided in the accompanying compact disc and any updates can be obtained from www.who.int/evidence/cea.

The first results of WHO-CHOICE were reported in the World Health Report 2002, which included estimates of the cost-effectiveness of a large number of interventions to reduce risks to health in 14 epidemiological subregions of the world. They are reported in such a way at www.who.int/evidence/cea that analysts in different settings can modify the assumptions, if that is necessary, to adapt the results to local conditions. In the long term, WHO-CHOICE will make available and update regularly estimates of the cost-effectiveness of a larger number of interventions in these epidemiological subregions. Refinement of the methodology is ongoing with collection and re-analysis of more cost data to improve estimates, and experiments with new modelling tools including microsimulation.

Making tools that are user-friendly to facilitate contextualizing results to local settings is a continuing priority. As more country analysts use the
tools and the contextualised results, their feedback will be valuable in further improving WHO-CHOICE and making it an indispensable part of the evidence base to support decisions in resource allocation. That being said, it is important to emphasize that evidence of the costs and effects of interventions is only one input to the priority-setting process. It is a key input, showing how resources could be used to maximize population health. But this evidence needs to be evaluated alongside information on how each possible mix of interventions influence other health system goals such as reducing inequalities, or being responsive to the population they serve. WHO-CHOICE is beginning to develop tools to facilitate this type of policy dialogue by providing, as a first step, evidence of the cost-effectiveness of interventions in the poor.

\[ On \text{ a different basis, the traditional approach to CEA is conceptually important as an additional analysis to generalized CEA, once the efficient mix of interventions has been identified. Such \text{ “incremental” analysis—evaluating interventions in comparison to the current mix of interventions—is then used to provide information on how this efficient mix of interventions can best be achieved, starting from the current mix. The current guidelines addresses the use of generalized CEA only, i.e. on how to identify the efficient mix of interventions.} \]
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<table>
<thead>
<tr>
<th>Acronym</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>BCG</td>
<td>Bacille Calmette-Guérin vaccine (for tuberculosis)</td>
</tr>
<tr>
<td>BOD</td>
<td>burden of disease</td>
</tr>
<tr>
<td>CAB</td>
<td>Commonwealth Agricultural Bureau</td>
</tr>
<tr>
<td>CBA</td>
<td>cost-benefit analysis</td>
</tr>
<tr>
<td>CE</td>
<td>cost-effectiveness</td>
</tr>
<tr>
<td>CEA</td>
<td>cost-effectiveness analysis</td>
</tr>
<tr>
<td>CER</td>
<td>cost-effectiveness ratio</td>
</tr>
<tr>
<td>CIF</td>
<td>cost, insurance and freight (price of imports)</td>
</tr>
<tr>
<td>CostIt</td>
<td>the WHO-CHOICE template for costing interventions</td>
</tr>
<tr>
<td>CPI</td>
<td>consumer price index</td>
</tr>
<tr>
<td>CVD</td>
<td>cardiovascular disease</td>
</tr>
<tr>
<td>DALY</td>
<td>disability-adjusted life year</td>
</tr>
<tr>
<td>DisMod</td>
<td>DisMod is a WHO software tool that may be used to check the internal consistency of epidemiological estimates of incidence, prevalence, duration and case fatality for diseases</td>
</tr>
<tr>
<td>DOTS</td>
<td>directly observed therapy, short course (for tuberculosis)</td>
</tr>
<tr>
<td>FOB</td>
<td>free on board (price of exports)</td>
</tr>
<tr>
<td>GBD</td>
<td>global burden of disease</td>
</tr>
<tr>
<td>GCEA</td>
<td>generalized cost-effectiveness analysis</td>
</tr>
<tr>
<td>GDP</td>
<td>gross domestic product</td>
</tr>
<tr>
<td>GIS</td>
<td>geographical information system</td>
</tr>
<tr>
<td>HALE</td>
<td>healthy life expectancy</td>
</tr>
<tr>
<td>HRAM</td>
<td>health resource allocation model</td>
</tr>
<tr>
<td>HRQL</td>
<td>health-related quality of life</td>
</tr>
<tr>
<td>HSPR</td>
<td>health sector priorities review</td>
</tr>
<tr>
<td>HSV</td>
<td>health state valuation</td>
</tr>
<tr>
<td>HUI</td>
<td>health utilities index</td>
</tr>
<tr>
<td>HYE</td>
<td>healthy year equivalent</td>
</tr>
<tr>
<td>HYL</td>
<td>healthy years lived</td>
</tr>
<tr>
<td>ICER</td>
<td>incremental cost-effectiveness ratio</td>
</tr>
<tr>
<td>ILO</td>
<td>International Labour Office</td>
</tr>
<tr>
<td>IMC-CEA</td>
<td>intervention-mix constrained CEA</td>
</tr>
<tr>
<td>IPM</td>
<td>incidence, prevalence and mortality</td>
</tr>
</tbody>
</table>
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MCLeague the WHO-CHOICE software—Monte Carlo League table—used to show the impact of uncertainty on CERs

mm Hg millimeters of mercury (for measuring blood pressure)

OER official exchange rate

OLS ordinary least squares regression

ORT oral rehydration therapy

PopMod the WHO-CHOICE model for estimating the population health impact of interventions

PPP purchasing power parity

QALY quality-adjusted life year

QWB quality of well-being scale

SBP systolic blood pressure

SCF standard conversion factor

SD standard deviation

SE standard error

TB tuberculosis

VIF variance inflation factors

WDR World Development Report

WHO World Health Organization

WHO-CHOICE WHO’s project on providing cost-effectiveness information:

CHOosing Interventions that are Cost-Effective

WTP willingness to pay

YLD years of healthy life lost to non-fatal health outcomes

YLL years of life lost to premature mortality
Part One: Methods for generalized cost-effectiveness analysis

Rob Baltussen, Tagreed Adam, Tessa Tan-Torres Edejer, Raymond Hutubessy, Arnab Acharya, David B. Evans, Christopher J.L. Murray
1 WHAT IS GENERALIZED COST-EFFECTIVENESS ANALYSIS?

1.1 INTRODUCTION

The growing use of cost-effectiveness analysis (CEA) to evaluate the costs and health effects of specific interventions is dominated by studies of prospective new interventions compared to current practice (1;2). This type of analysis does not explicitly take a sectoral perspective where the costs and effectiveness of all possible interventions are compared in order to select the mix that maximizes health for a given set of resource constraints. The estimated cost-effectiveness of a single proposed new intervention is compared either with the cost-effectiveness of a set of existing interventions reported in the literature or with a fixed price cut-off point representing the assumed social willingness to pay for an additional unit of health. The implicit assumption that the required additional resources would need to be transferred from another health intervention or from another sector is rarely discussed.

Much of the theoretical literature has taken a broader view of cost-effectiveness, exploring its use in allocating a fixed health budget between interventions in such a way as to maximize health in a society (3;4). We refer to this as sectoral CEA. Only a few applications of this broader use—in which a wide range of preventive, curative and rehabilitative interventions that benefit different groups within a population are compared in order to derive implications for the optimal mix of interventions—can be found. Examples include the work of the Oregon Health Services Commission (5), the World Bank Health Sector Priorities Review (6) and the Harvard Life Saving Project (7). Of these, only the World Bank attempted to make international or global comparisons of sectoral cost-effectiveness.

At the heart of this broadened policy use is the notion that health resources should be allocated across interventions and population groups to generate the highest possible overall level of population health. If
the calculations show that some current interventions are relatively cost-ineffective, and that some which are not undertaken fully are relatively cost-effective, resources could be reallocated across interventions to improve population health. In other words, moving resources from cost-ineffective interventions to cost-effective ones could enhance the allocative efficiency of the health sector. Interest in the promise of enhancing allocative efficiency of health systems has led to analytical efforts to study the cost-effectiveness of a broad range of interventions in a number of countries (8;9).

Several challenges have emerged to this wider use of CEA. First, analysts and decision-makers have correctly noted that resource allocation decisions affecting the entire health sector must also take into account social concerns such as prioritizing the sick, reducing inequalities in health, or addressing the well-being of future generations. Vociferous debate on the use of CEA to prioritize the use of Medicaid resources in Oregon State in the United States is one indication of these concerns in the political arena (5;10;11). So far there have been two proposed responses to this challenge: abandon the practice of using CEA to inform resource allocation decisions entirely or progressively incorporate more of these social concerns into the methods of CEA. Second, current CEA practice often fails to identify existing misallocation of resources by focusing on the evaluation of new technologies or strategies. The very wide range of cost-effectiveness ratios found in the compendia of CEA listed above suggest that addressing current allocative inefficiencies in many countries may yield substantial health gains, possibly more than identifying new technologies that will make small improvements in health.

Third, for all but the richest societies, the cost and time required to evaluate the large set of interventions needed to use CEA to identify opportunities to enhance allocative efficiency may be prohibitive. The results of many, if not most, CEA studies are so context-specific that they cannot be used to inform policy debate in other populations—as reflected in the debate about the use of league tables which include the results of studies using a variety of methods and which were undertaken to answer a variety of context-specific questions (12). For most countries, but particularly for low- and middle-income countries where the majority of the world’s poor live, there has been little progress towards the goal of providing affordable and timely information on the costs and effects of a wide array of interventions to inform policy. Fourth, the difficulties of generalizing context-specific CEA studies have been institutionalized by the proliferation of multiple national or subnational guidelines for CEA practice, all using slightly different methods. International guidelines have not to date been developed.

In this section, we outline some of the uses of CEA, the limitations of current methods, directions for revising these methods including the
development of generalized cost-effectiveness analysis (hereafter called GCEA), and some of the remaining technical challenges facing this revision.

1.2 Two sectoral uses of cost-effectiveness analysis

The appropriate methods, transferability of results and policy applicability of CEA depend critically on the intended use. CEA can have many applications beyond informing health sector resource allocation decisions across interventions but the focus of this section is on two potential applications. These will be outlined briefly, after which the strengths and weaknesses of current methods of undertaking CEA will be discussed in relation to the two uses.

First, CEA of a wide range of interventions can be undertaken to inform a specific decision-maker. This person faces a known set of resource constraints (hereafter called a budget), a set of options for use in the budget, and a series of other (ethical or political) constraints. The set of constraints in this highly context-specific use of CEA for sectoral decision-making will vary tremendously from setting to setting. A decision-maker may be able to reallocate an entire budget or only allocate a budget increase; the decision-maker might be a donor, a minister of health, a district medical officer, or a hospital director.

Choices available, at least in the short- to medium-term, might be limited by factors such as the currently available physical infrastructure, human resources or political considerations. For example, in systems with substantial public provision there is a relatively fixed stock of hospital beds that cannot be increased or decreased easily.

Decisions could also be constrained by the current mix of interventions that are delivered; perhaps for political reasons specific interventions may not be reduced or eliminated without providing some alternative for that class of health problem. The set of constraints facing a decision-maker defines the decision space or the set of possible options from which choices can be made.

Second, CEA of a wide range of interventions can be undertaken to provide general information on the relative costs and health benefits of different technologies or strategies which contribute through multiple channels to a more informed debate on resource allocation priorities. Such general information should be seen as only one input into the policy debate on priorities. Because it is not meant to provide a formulaic solution to resource allocation problems it need not be highly contextualized. This general approach will contribute to judgements on whether interventions are highly cost-effective, highly cost-ineffective or somewhere in between. Such general perceptions of relative cost-
effectiveness can have far-reaching and constructive influence on policy formulation, defining the set of options that are debated without defining the allocation of resources in a precise or mechanical fashion. An alternative way to conceptualize this more general use of sectoral CEA is that the results define the mix of interventions that would be health maximizing in the absence of any constraints on possible decisions except a finite resource constraint. That health maximizing mix of interventions, which does not pertain to any specific decision-maker, can be a useful starting point for evaluating the directions for enhancing allocative efficiency in a variety of settings.

The first use of sectoral CEA, to inform a given decision-maker in a specific context, is more likely than the second to be used in a formulaic way to determine resource allocation. In this case, the challenges of incorporating explicitly other social concerns are more pressing but efforts to incorporate legitimate context-specific social concerns into the calculation of cost-effectiveness through devices such as equity weights inevitably make the results more difficult to communicate to some decision-makers and to the public. Such efforts also decrease the transferability of results. At some point in the continuum of complexity, the goal of informing a given decision-maker in a specific context may become impossible because of the cost and time required to generate the information.

In some sense, there is a trade-off between making CEA information precise to a given context and the time and resources required for that contextualization. Our preference for the more general use of CEA is an indication of how we see the outcome of that trade-off. We believe that the more general use of CEA, to inform sectoral debates on resource allocation, is where CEA can make the greatest contribution to health policy formulation. Such analysis indicates the general directions for resource reallocation required to enhance allocative efficiency. The results can be weighed alongside other social goals and considered together with the other constraints on decision-makers which are inevitable in specific contexts. The more generalized approach will enhance transferability and will make it possible to provide useful, timely and affordable information on the health generating characteristics of interventions.

1.3 Intervention mix constrained cost-effectiveness analysis

Various attempts have been made to codify a standard practice for CEA (13–30). These guidelines differ for certain technical assumptions such as standard discount rates, the treatment of unrelated medical costs or the valuation of health outcomes. The broad approach, however, is similar. Intervention costs and health benefits are evaluated with respect to
current practice so that the numerator in the cost-effectiveness ratio is the change in cost due to the application of an intervention and the denominator is the change in health benefit. The interpretation of results is only straightforward in cases where the intervention produces more health benefits at lower cost in comparison with current practice, in which case the intervention should always be chosen. In any other case, results need to be compared with the cost-effectiveness of other interventions, by the implicit or explicit use of league tables.

The results of this type of analysis suggest replacing a less efficient intervention aimed at a particular condition by a more efficient alternative aimed at that condition, or if current practice involves doing nothing, it might suggest adding a new intervention. It is not used to evaluate if the existing interventions against that condition are themselves worth doing, however. It takes as the starting point the fact that some intervention against that condition will be undertaken. For this reason, we will refer to this standard practice as intervention mix constrained CEA or IMC-CEA, that is, one where there is a constraint against eliminating interventions that are currently in place unless they are replaced by another intervention targeting the same disease or condition.

Interestingly, IMC-CEA as currently practised does not consider other possible constraints on decision-making. It is worth noting that the policy environment in which decision-makers come closest to facing a constraint to continue current practice (or expand benefits in areas where there are existing interventions) but face no physical infrastructure, human capital or other constraints is in the United States. The combination of service provision through the private sector funded by third party payers with the presence of ethical guidelines on standards of care encourages the adoption of most health-enhancing interventions.

To further demonstrate the advantages and disadvantages of standard cost-effectiveness methods, consider Figure 1.1 that depicts the costs and benefits of six mutually exclusive interventions. Following standard practice, intervention costs are on the y-axis and health benefits on the x-axis. In this and subsequent diagrams, each intervention should be thought of as a national programme or policy which can be purchased at only the point on the figure shown.

If a population has purchased intervention a1 then IMC-CEA would evaluate the cost-effectiveness of interventions a2-a6 with respect to the origin set equal to a1—indicated by the light grey axes centred on a1. The cost-effectiveness of each alternative, compared to a1, is equal to the slope of the line from a1 to the new point, illustrated for intervention a2—this slope is labelled as $\alpha_{1a2}$. The incremental cost-effectiveness for moving from a2 to a4 is the slope $\alpha_{2a4}$. For reasons that will be discussed in detail below, the origin in Figure 1.1 has been set as the costs and health benefits in the absence of any of the interventions a1-a6, called the null set. The line joining intervention a2 to the origin is the incremental cost-effectiveness with respect to doing nothing, labelled simply $\alpha_{2}$.
Figure 1.2 will be used to illustrate one of the main limitations of IMC-CEA. Eleven interventions are shown divided into three sets of mutually exclusive interventions, a1-a4, b1-b3, and c1-c4. Costs and health benefits for each intervention are shown with respect to the null set of this set of 11 interventions; health benefits could be denominated in DALYs averted, QALYs gained or some other physical measure of population health. A line from the origin to any individual intervention shows the
costs and health benefits compared to doing nothing—or the absence of any of these interventions. Table 1.1 provides the costs and benefits for each intervention and the incremental cost-effectiveness of each with respect to doing nothing, hereafter called the null set.

**Table 1.1** Incremental CERs for 11 interventions

<table>
<thead>
<tr>
<th>Intervention</th>
<th>Costs</th>
<th>Health benefits</th>
<th>Incremental CER compared to the null</th>
</tr>
</thead>
<tbody>
<tr>
<td>a1</td>
<td>120</td>
<td>1.0</td>
<td>120</td>
</tr>
<tr>
<td>a2</td>
<td>140</td>
<td>5.5</td>
<td>25.45</td>
</tr>
<tr>
<td>a3</td>
<td>170</td>
<td>3.0</td>
<td>56.67</td>
</tr>
<tr>
<td>a4</td>
<td>190</td>
<td>7.0</td>
<td>27.14</td>
</tr>
<tr>
<td>b1</td>
<td>100</td>
<td>12.0</td>
<td>8.33</td>
</tr>
<tr>
<td>b2</td>
<td>120</td>
<td>17.0</td>
<td>7.06</td>
</tr>
<tr>
<td>b3</td>
<td>150</td>
<td>20.0</td>
<td>7.50</td>
</tr>
<tr>
<td>c1</td>
<td>50</td>
<td>22.0</td>
<td>2.27</td>
</tr>
<tr>
<td>c2</td>
<td>70</td>
<td>24.5</td>
<td>2.86</td>
</tr>
<tr>
<td>c3</td>
<td>120</td>
<td>29.0</td>
<td>4.14</td>
</tr>
<tr>
<td>c4</td>
<td>170</td>
<td>31.0</td>
<td>5.48</td>
</tr>
</tbody>
</table>

Consider a population where a budget of 170 is currently spent to purchase a1 and c1 producing 23 units of health. Next, consider an increase in the budget from 170 to 190. The remaining set of mutually exclusive interventions with respect to a1 would be evaluated. It shows that a3 is dominated and yields the incremental cost-effectiveness ratios in Table 1.2, which also shows similar calculations for the independent sets of interventions. A decision-maker would choose to purchase a2 instead of a1 because moving from a1 to a2 has the lowest incremental cost-effectiveness ratio. The final combination of a2 and c1 yields 27.5 units of health.

**Table 1.2** Sequential incremental CERs starting from a1, c1

<table>
<thead>
<tr>
<th>Category &quot;a&quot;</th>
<th>Category &quot;b&quot;</th>
<th>Category &quot;c&quot;</th>
</tr>
</thead>
<tbody>
<tr>
<td>ΔC/ΔE</td>
<td>ΔC/ΔE</td>
<td>ΔC/ΔE</td>
</tr>
<tr>
<td>a2</td>
<td>4.4</td>
<td>b1</td>
</tr>
<tr>
<td>a3 dominated</td>
<td></td>
<td>b2</td>
</tr>
<tr>
<td>a4</td>
<td>33.3</td>
<td>b3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>c2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>c3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>c4</td>
</tr>
</tbody>
</table>
Consider another population where a budget of 170 is currently spent on a3 yielding only 3 health units. In this population, incremental cost-effectiveness analysis of the remaining interventions with respect to the starting point of a3 would yield the ratios in Table 1.3. If the budget now increases from 170 to 190, the decision-maker would first choose to save money and increase health output by moving to a2. With the savings of 30 and the increased budget of 20, the next most attractive intervention would be to purchase c1 with the resulting allocation of resources being a2 and c1 yielding 27.5 units of health.

Table 1.3  Sequential incremental CERs starting from a3

<table>
<thead>
<tr>
<th>Category &quot;a&quot;</th>
<th>Category &quot;b&quot;</th>
<th>Category &quot;c&quot;</th>
</tr>
</thead>
<tbody>
<tr>
<td>ΔC/ΔE</td>
<td>ΔC/ΔE</td>
<td>ΔC/ΔE</td>
</tr>
<tr>
<td>a2</td>
<td>b1</td>
<td>c1</td>
</tr>
<tr>
<td>12.0</td>
<td>8.3</td>
<td>2.3</td>
</tr>
<tr>
<td>a4</td>
<td>b2</td>
<td>c2</td>
</tr>
<tr>
<td>33.3</td>
<td>7.1</td>
<td>8.0</td>
</tr>
<tr>
<td>b3</td>
<td>c3</td>
<td></td>
</tr>
<tr>
<td>10.0</td>
<td>11.1</td>
<td></td>
</tr>
<tr>
<td>c4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>25.0</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

In both examples, IMC-CEA analysis identified health-enhancing resource allocations but the basic fact that the C and B category interventions are much more cost-effective than the A category interventions does not emerge from the analysis. This is because the cost-effectiveness of the starting point is not evaluated in current practice. As detailed below, it is relatively straightforward to identify the health maximizing combination of interventions for a budget of 170 as c1 and b2 which yields 39 health units and the health maximizing combination of interventions for a budget of 190 is c2 and b2 yielding 41.5 health units. In reality there is likely to be substantial allocative inefficiency in current allocations of health resources in many settings, and this example demonstrates that the application of IMC-CEA may fail to identify major opportunities for enhancing the overall cost-effectiveness of the health system.

The intervention mix constraint on CEA means that major allocative inefficiencies may not be evaluated and thus not identified. If the current intervention mix is an unavoidable constraint on decision-makers in a given context then this is appropriate for context-specific CEA analyses. In most situations, however, other constraints on decision-makers may be more pervasive. As described above, in many health systems with a large share of public provision there is a fixed stock of community and referral hospitals that cannot be modified in the short- to medium-term for powerful political reasons.
Likewise, in many countries the supply of different types of health provider (nurses, general practitioners, specialists or community health workers) may limit the set of interventions that can be delivered. These decision constraints may be more common than the strict commitment to the mix of interventions that is assumed in current practice—it may be easier to shift spending from the treatment of ischaemic heart disease to childhood immunization programmes than to shut district hospitals or import ophthalmologists.

If the focus of sectoral CEA is to inform context-specific decision-making, then methods need to be developed to incorporate these and other constraints on the set of possible decisions. In that case, the choice of interventions cannot be guided through the use of league tables but more complex optimal resource allocation planning models are required (3;31–33).

1.4 Generalized cost-effectiveness analysis

For some decision-makers, the development of complex resource allocation models that explicitly incorporate a range of decision constraints and multiple objectives may be useful. But such efforts are information intensive, time consuming, costly and very often difficult to communicate to the full set of actors in any health policy dialogue (34;35). We believe that CEA can be most useful with more modest goals by focusing on the more general use of cost-effectiveness information to inform health policy debates without being completely contextualized. Moreover, sectoral CEA should identify current allocative inefficiencies as well as opportunities presented by new interventions. For this reason, we propose a modification of the standard IMC-CEA lifting the constraint on the current mix of interventions to evaluate the cost-effectiveness of all options, including currently funded interventions.

In brief the basic modification can be summarized in two propositions.

1) The costs and benefits of a set of related interventions should be evaluated with respect to the counterfactual of the null set of the related interventions. This was illustrated in Figure 1.2 for the 11 interventions. This provides the complete set of information for evaluating both independent and mutually exclusive options to identify the health maximizing combination of interventions for any given budget.

2) Results of CEA should initially be presented in a single league table as the first step of policy analysis. Subsequently the decision would be made about the appropriate cut point for classifying interventions as very cost-effective, very cost-ineffective and somewhere in between, as described earlier. Within the set of cost-effective interventions, the relative size of the cost-effectiveness ratio would be of little importance to the policy debate.
In constructing the league table, for each set of mutually exclusive interventions, the intervention with the lowest cost-effectiveness ratio (the lowest slope in Figure 1.2) with respect to the null set should appear first in the league table. The second intervention from the set (if there are at least two) is the one with the lowest incremental CER compared to the first intervention—the lowest slope with respect to the intervention with the lowest CER. The third intervention is the one with the lowest slope with respect to the second intervention, etc. Weakly dominated interventions should not appear in the league table.5

The results for all sets of mutually exclusive interventions are shown in the same league table according to the same principles. The application of this simple approach to the 11-intervention example in Figure 1.2 is shown in Table 1.4. Interventions a1, a3 and b1 are weakly dominated and do not appear. For heuristic purposes, the health maximizing combination for any budget level can be selected from the table. These decision rules are similar to those that have been derived for IMC-CEA but the analysis starts from the origin (36).

<table>
<thead>
<tr>
<th>Intervention</th>
<th>Cost-effectiveness ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>c1</td>
<td>2.3</td>
</tr>
<tr>
<td>b2</td>
<td>7.1</td>
</tr>
<tr>
<td>c1 → c2</td>
<td>8.0</td>
</tr>
<tr>
<td>b2 → b3</td>
<td>10.0</td>
</tr>
<tr>
<td>c2 → c3</td>
<td>11.1</td>
</tr>
<tr>
<td>c3 → c4</td>
<td>25.0</td>
</tr>
<tr>
<td>a2</td>
<td>25.5</td>
</tr>
<tr>
<td>a2 → a4</td>
<td>33.3</td>
</tr>
</tbody>
</table>

By analysing the costs and benefits of sets of related interventions with respect to the null set of those interventions, the results are likely to be more transferable from one population to another. Clearly, the costs of different resource inputs to the production of a given intervention vary across populations as do some of the determinants of effectiveness. But one major factor limiting the transferability of IMC-CEA results from one population to another, namely different current mixes of interventions, can be removed by using the GCEA approach. To put it another way, the null set for a group of related interventions is more comparable across populations (or at least sets of populations) than the current mix of interventions. Nevertheless, there are clear limits to the...
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comparability across populations of the counterfactual null set. It will depend on the development of the health system and on the epidemiological pattern. Clearly, global comparisons of the cost-effectiveness of interventions with respect to the null set, even if input costs and effectiveness parameters are adjusted, are unlikely to be useful. This is the reason for WHO’s decision to estimate and report cost-effectiveness for 14 epidemiological subregions.

The strategy for the development of this idea will be to define a limited set of average health system and epidemiological contexts within which null set comparisons are likely to be informative. Many groupings of countries or communities could be developed on the basis of income per capita, region, public/private splits in health care finance or provision, burden of disease, etc. Choosing the appropriate basis for grouping will be one major challenge for the development of this approach.

The benefits of analysing the costs and health benefits of interventions with respect to the null set for a group of related interventions appears to be great but the technical challenge of estimating the conditions in the null set counterfactual needs to be addressed. In theory, in IMC-CEA, costs and benefits of each intervention are evaluated with respect to the current mix of interventions. However, many studies are based on retrospective analysis where the intervention cost and benefits are evaluated with respect to a past mix of interventions that are not necessarily the current mix. Likewise, estimates of benefits of interventions that involve a time lag between purchase and benefit, such as hepatitis B immunization, are based on relatively implausible assumptions that the current mix of interventions will apply in the future. A symptom of this problem is demonstrated by the standard practice in IMC-CEA of estimating the benefits of life saving interventions using period life tables when in fact the cohort life expectancy at each age would be a more accurate (but more difficult to estimate) estimate of the years of life gained. Cohort life expectancy in some settings might be 10 to 15 years higher at birth than period life expectancy so that this is not a minor bias (37).

Although the GCEA approach seems preferable to the identification of the efficient mix of interventions, IMC-CEA is still required as an additional analysis once the efficient mix of interventions has been identified. IMC-CEA is then used to provide information on how this efficient mix of interventions can best be achieved, starting from the current mix. In the above example, it was shown that the current mix of interventions $a_1$ and $c_1$ was not optimal in terms of health gains for a budget of 170, but that health resources should be reallocated to $b_2$ and $c_1$ in order to maximize health (Figure 1.2). In practice, this reallocation of resources can entail a complex process of taking resources away from $a_1$ (perhaps a high technology surgical intervention) to allocate them to $b_2$ (perhaps preventive care). Where GCEA is instrumental in defining regionally efficient mixes of interventions as a long-term goal for
decision-makers, the actual optimal pathway towards this goal is context-specific and could benefit from context-specific IMC-CEA. The current set of guidelines relates only to the use of GCEA to define regional efficient mixes of interventions.

1.5 INFORMING DECISION-MAKERS

Wider use of cost-effectiveness studies to analyse the allocative efficiency of health systems and recommend resource allocations has led to a number of challenges. It appears that the field can develop in two distinct directions, towards increasingly contextualized analyses or towards more generalized assessments. Cost-effectiveness studies and the sectoral application of CEA to a wide range of interventions can become increasingly context specific—at the individual study level by directly incorporating other social concerns such as distributional weights or a priority to treat the sick and at the sectoral level by developing complex resource allocation models that capture the full range of resource, ethical and political constraints facing decision-makers.

We fear that this direction will lead ultimately to less use of cost-effectiveness information in the health policy dialogue. Highly contextualized analyses must by definition be undertaken in each context; the cost and time involved as well as the inevitable complexity of the resource allocation models will limit their practical use. The other direction for sectoral cost-effectiveness, the direction that WHO is promoting (see Annex A), is to focus on the general assessment of the costs and health benefits of different interventions in the absence of various highly variable local decision constraints. A generalized league table of the cost-effectiveness of interventions for a group of populations with comparable health systems and epidemiological profiles can make the most powerful component of CEA readily available to inform health policy debates. Relative judgements on cost-effectiveness—e.g. treating tuberculosis with the DOTS strategy is highly cost-effective and providing liver transplants in cases of alcoholic cirrhosis is highly cost-ineffective—can have wide ranging influence and, as one input to an informed policy debate, can enhance allocative efficiency of many health systems. Information on GCEA can be used alongside consideration of the effect of different resource allocations on other important social goals such as equity. Because we believe this is the most constructive use of cost-effectiveness information, WHO is proposing to modify standard cost-effectiveness methods. The modifications proposed, that is to remove the current intervention mix decision constraint, will expose current allocative inefficiencies to analysis and at the same time enhance the transferability of results from one population to another.

For some narrower applications of CEA, such as the appraisal of new drugs in a specific country where it is not possible to change the mix of interventions currently provided, the currently practised IMC-CEA
remains appropriate. Nevertheless, even in these circumstances it would be useful for analysts to also estimate the costs and health benefits of interventions with respect to the null set. This would not only help to build a picture of the most efficient mix of interventions in the local context if policy-makers were able to reallocate resources, but would also substantially improve the world’s body of knowledge on the cost-effectiveness of different interventions. In this way, each new study would add to our collective knowledge of the relative costs and effectiveness of different interventions.
Before undertaking CEA, analysts must make a number of key decisions that have implications for the estimation of costs and health effects, and that collectively define and describe the work to be undertaken. In this section, we discuss the theoretical framework of analysis, the definition of interventions, the concept of the “null” or counterfactual, and the choice of intervention implementation period.

2.1 The Theoretical Framework of Analysis

A variety of methods have been used in applied cost-effectiveness studies to estimate the costs and effects of different interventions. It is, therefore, difficult for policy-makers to know whether differences in reported costs and effects are truly due to differences in the efficiency of interventions, or whether they are simply a result of differences in the methods used by the analysts. For this reason, numerous attempts have been made to standardize practice for CEA (13–30). Despite this, a number of controversies about the correct methodological approach to CEA remain and a variety of methods can still be observed in practice. Many of the remaining controversies relate to which items to include as costs and how to value them—for example, whether and how to include the impact of interventions on economic production, the time of informal care givers, and the costs incurred in extra years of life gained by an intervention (18;38–41). There is unlikely to be full agreement between economists on all these issues in the near future, yet it is important for policy purposes to ensure that the results of cost-effectiveness studies are as comparable as possible. In this respect, a discussion of the theoretical foundations of CEA can help to identify which recommendations for standardization have a strong theoretical basis and which are based on practical or
pragmatic considerations \( (18;39) \). This is the reason for briefly reviewing the theoretical foundations here.

This is a guide on CEA. In doing this, we are clearly not choosing the path of cost-benefit analysis in which social welfare or well-being is the aggregation of individual utility or well-being, and individual utility is a function purely of the consumption of goods and services \( (42;43) \). In that approach, the value of additional consumption to an individual—including the consumption of health and medical services—can be measured using the individual’s willingness to pay (WTP) for it and the question of whether an intervention should be undertaken becomes one of determining if aggregate WTP exceeds costs. In its standard application, cost-benefit analysis requires a number of strong assumptions. Among other things, consumers have perfect information on the consequences of their consumption choices. Only then does the expression of their WTP reflect the value to them of the proposed consumption. This is rejected here largely on the grounds that the assumptions required for WTP to be meaningful do not apply in health. For example, there is virtual unanimity in the literature that people do not have the information or training necessary to value the benefit to them of using a particular health service or intervention \( (44–47) \). This is the reason they seek the input of health professionals to act as their agent in making treatment decisions.\(^6\) In most applications of CBA, potential Pareto improvements are identified where the winners would in principle be able to compensate the losers. When such redistributions between the winners and the losers do not occur, choosing social decisions with a positive cost-benefit ratio would not necessarily increase social welfare and could in fact decrease it. CBA is often associated with the term money metric utility, where in practice individual’s utility is measured in dollars.

Accordingly, WTP cannot be used in practice to value the benefits of health interventions. CEA is used, therefore, in preference. CEA is based on the belief that health contributes to social welfare separately to the consumption of non-health goods and services. If it is assumed that the budget for health has already been decided in some way, the simplest form of analysis would be to take the perspective of a single benevolent decision-maker or provider, who seeks to maximize population health subject to the resources that are available. The decision-maker focuses only on the resources under their direct control and has a fixed time horizon. The only relevant costs are those met from the fixed health budget \( (38) \).

This approach, sometimes called the decision-maker’s approach \( (38) \), is too narrow for our purposes. By focusing only on the budget strictly under the control of the decision-maker, it is not consistent with WHO’s concern that governments should be stewards of the entire health system, seeking to ensure that all health resources, no matter who controls them, should make the maximum possible contribution to a set
of key social goals. It is also difficult to measure costs in this context. Economists think of the costs of using resources for a particular activity as being the benefit foregone because the resources were not used in the next best alternative—the opportunity cost. Strictly speaking, opportunity cost in this case would be the foregone health involved in using the given resources in one type of health intervention rather than another. Only under very restrictive assumption of markets working perfectly in health and non-health would money values such as market wages reflect this opportunity cost.

In addition, as soon as it is allowed that health improvements can affect income, thereby influencing the budget available for health expenditure, questions of how much of the additional income should be allocated to health must be addressed. This requires considering the opportunity cost of expenditure on health in broader terms, taking into account that the resources could also have been used to produce non-health consumption.

Most CEA guides, therefore, argue that a “social perspective” should be taken when estimating costs (13–30). The social perspective is taken to mean that all costs should be included regardless of who pays them, and resources used or created by health interventions should be valued at the benefit foregone because society could not use the resources in their next best use. This next-best use might be in health or non-health.

Implicitly or explicitly, therefore, the assumption of CEA is that non-health consumption and health both contribute to welfare. Health is important for its own sake, but in measuring the opportunity costs of using resources for a health intervention it is important to take into account the fact that they could have been used for non-health consumption.

All CEA requires the effect of an intervention to be measured against the counterfactual state of an alternative intervention being undertaken. In GCEA, this alternative is the null, or the situation in which the intervention did not exist. Given that interventions effect welfare through their impact on non-health consumption and on health, CEA requires both effects to be measured for the intervention and the counterfactual. Both types of effect should be taken into account, regardless of the time period in which these effects occur. This should include any changes in non-health consumption resulting from changes in health.

Distributional issues are also important if the social perspective is to be strictly applied. It is generally accepted that the utility or well-being an individual gains from an extra unit of consumption declines as consumption increases—reflected in the concavity of utility functions. This means that who pays the costs of an intervention and who receives any increases in non-health consumption also influence social welfare. A poor person has, by definition, lower levels of consumption than a rich
person, so would lose more well being by being asked to contribute $1 to the health system than would the rich person.

Related to this is the consideration that if improved health results in improved capacity to work, which results in additional production, and thereby to additional non-health consumption, the value of this additional consumption varies across people. It means more to poor people than to the rich. On the other hand, productivity also differs across people, so improving the health of one person might lead to greater increases in non-health consumption opportunities than improving the health of someone else. To adequately capture the total welfare effect of an intervention through its impact on health and non-health consumption requires knowledge of each person’s marginal product, who benefits from the additional consumption, and the current level of consumption of non-health goods and services of those who benefit.

These distributional questions are related purely to the fact that the increase in welfare associated with increments of consumption depends on the current level of consumption (i.e. the concavity of utility functions) and to differences in the marginal productivity of labour. They are even more important if societies have “inequality aversion” (48). If people are offered a choice between two states of the world in which total consumption was the same, but in one it was distributed more equally across the population than in the other, most societies are likely to prefer the first option. This would provide an additional reason to weigh resources used and created according to who contributes and receives them.

Although the separation of the welfare effects of health interventions into those related to health and those related to non-health consumption provides a theoretically consistent framework, there remain a series of pragmatic barriers in applying this to CEA in practice. The effect of interventions on welfare through health and through non-health consumption, taking into account who contributes resources and gains additional units of consumption, is not typically done in CEA for a variety of pragmatic reasons (18;49). We make similar compromises, explained in the subsequent sections on costs and health effects. However, the guiding principle should be that it is important to measure the impact of an intervention on welfare through its impact on health as well as through its impact on non-health consumption. In essence, the benefits of an intervention should be the welfare gain resulting from any health improvement, while the costs represent the welfare foregone because the resources could not be used in the next best use—health or non-health consumption.

2.2 Defining health interventions

A key issue in GCEA as well as in any other CEA is defining an intervention. The term “intervention” is used in its broadest sense here.
It includes any use of resources aimed at improving health outcomes be they preventive, promotive, curative, rehabilitative or palliative. It includes clinical care and public health programmes and strategies.

Many interventions interact in terms of either costs or effects at the population level. The health impact of undertaking two interventions together is not necessarily additive, nor are the costs of the joint production. To understand whether they are efficient uses of resources independently or in combination requires assessing their costs and health effects independently and in combination. For example, the health effects of the introduction of insecticide treated nets in malaria control is likely to be dependent on whether there is ongoing residual spraying of houses with insecticide. The costs of introducing early case detection and management for malaria will depend on whether insecticide treated nets are widely used. It is not very useful for policy-makers to be given information on the cost-effectiveness of nets alone, or treatment alone, when interventions are rarely undertaken in isolation. Accordingly, interventions that interact should be evaluated as a group (see Annex B). In the malaria case the individual interventions should be evaluated alone, but then in combination with the others, producing a more policy-relevant set of estimates of cost-effectiveness.

It is important to note that traditional incremental analysis would emerge from this. For example, the cost-effectiveness of adding nets to a setting in which there is already residual spraying of houses would emerge from the comparison of the residual spraying alone option with the combination of residual spraying and nets.

The case of mutually exclusive options is similar, i.e. interventions which by definition cannot be implemented simultaneously in the same population. An example is population-based annual and biannual breast cancer screening. These interventions must be evaluated as part of the same set which will ensure that only one of the interventions appears in an optimal mix.

Figure 2.1 illustrates interactions using hypothetical data for a cluster of interventions for tuberculosis: passive case detection and treatment with DOTS (a), Bacille Calmette-Guérin (BCG) vaccine at 50% coverage (b1), BCG at 75% coverage (b2) and BCG at 100% coverage (b3). The data are reported in Table 2.1. In addition, three other mutually exclusive options are presented, passive case detection and treatment with DOTS combined with the three different levels of BCG coverage (respectively ab1, ab2, ab3). Costs interact. For example, if BCG is delivered, the number of cases of tuberculosis that will occur, be detected and accept treatment will be smaller so that the variable cost component of the treatment programme will decline but the fixed cost component will not. Likewise, the health benefits of BCG in the presence of a treatment programme will be less because many of the deaths from tuberculosis expected in the absence of treatment will be avoided.
The interaction of the benefits of the two programmes can be estimated, here using a multiplicative model. In Figure 2.1 the cluster of interventions—including each individual intervention and the possible combinations—is depicted and can be used to develop a league table. The intervention with the smallest slope (BCG at 50% coverage – b1) is the most efficient and should be done first if funds are available. The slope from b1 to any other point should then be assessed and the lowest slope chosen, and the process repeated. This results in the following sequence of choices for this set of mutually exclusive interventions: BCG at 50% coverage (b1), BCG at 50% coverage combined with passive detection and treatment (ab1), BCG 75% with detection and treatment (ab2) and BCG 100% with detection and treatment (ab3). The lines connecting these points form the “expansion path”, revealing the mix of interventions that would be chosen on cost-effectiveness grounds for any given level of resource availability.7

BCG at 75%, BCG at 100% and passive detection and treatment alone do not appear in the list because they are dominated by other alternatives. They lie to the north east of the expansion path in Figure 2.1 showing that they are both more expensive and less effective than one of the options that lies on the expansion path.

The decision rules, therefore, require all interventions and combinations to be evaluated initially compared to doing nothing. Subsequently, incremental analyses are built on top of the most cost-effective option. It is clear from the TB example that CEA is a valuable tool for assessing the appropriate approach to control a specific health problem in addition to being valuable at the sectoral level.
In the literature on cost-effectiveness there has been considerable concern about non-linear cost-effectiveness functions. For example, the cost per disability-adjusted life year (DALY) averted through the expansion of measles coverage from 50% to 90% is likely to be much lower than the cost per DALY averted through the expansion of coverage from 90% to 99%. Because interventions at different levels of coverage are mutually exclusive at the population level, then the same approach outlined above can be used to capture a non-linear cost-effectiveness function in a series of discrete points.

In Figure 2.1, the set of interventions ab1-ab3 could be different strategies or different levels of coverage for the same strategy. By picking a parsimonious set of coverage rates, a set of independent and mutually exclusive interventions can be defined capturing the key consequences of non-linear cost-effectiveness functions in a single league table as described above.8

### Table 2.1 Costs, health benefits and cost-effectiveness ratios of a set of interrelated interventions

<table>
<thead>
<tr>
<th>Intervention</th>
<th>Costs ($)</th>
<th>Health Benefits</th>
<th>CE Ratios</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>550 000</td>
<td>500</td>
<td>1 100</td>
</tr>
<tr>
<td>b1</td>
<td>180 000</td>
<td>200</td>
<td>900</td>
</tr>
<tr>
<td>b2</td>
<td>325 000</td>
<td>300</td>
<td>1 083</td>
</tr>
<tr>
<td>b3</td>
<td>600 000</td>
<td>400</td>
<td>1 500</td>
</tr>
<tr>
<td>ab1</td>
<td>631 000</td>
<td>600</td>
<td>1 052</td>
</tr>
<tr>
<td>ab2</td>
<td>726 500</td>
<td>650</td>
<td>1 118</td>
</tr>
<tr>
<td>ab3</td>
<td>952 000</td>
<td>700</td>
<td>1 360</td>
</tr>
</tbody>
</table>

In the literature on cost-effectiveness there has been considerable concern about non-linear cost-effectiveness functions (33;50;51). For example, the cost per disability-adjusted life year (DALY) averted through the expansion of measles coverage from 50% to 90% is likely to be much lower than the cost per DALY averted through the expansion of coverage from 90% to 99%. Because interventions at different levels of coverage are mutually exclusive at the population level, then the same approach outlined above can be used to capture a non-linear cost-effectiveness function in a series of discrete points.

In Figure 2.1, the set of interventions ab1-ab3 could be different strategies or different levels of coverage for the same strategy. By picking a parsimonious set of coverage rates, a set of independent and mutually exclusive interventions can be defined capturing the key consequences of non-linear cost-effectiveness functions in a single league table as described above.8

### Defining the intervention

It is critical to describe the “intervention” accurately using all information which is essential to interpret the estimated costs and benefits. This includes the strict definition of the treatment pathway for clinical interventions, which procedures are incorporated and which are not. This approach combats the problem sometimes encountered in current CEA where interventions are evaluated “as implemented”, comprising a wide variety of possible treatment pathways and outcomes. This makes the interpretation of results difficult, since this variety of treatment pathways is often context-specific and does not provide information on the relative cost-effectiveness of each of the alternative treatment options. Alternative treatment pathways in a disease area should be represented by the analysis of separate interventions.
The definition of an intervention should include information on the setting where the intervention is delivered or undertaken (site of delivery, e.g. facility or community-based and level of care, e.g. primary, secondary or tertiary); the target population covered by the intervention; the time frame of the cost data included; the regimen of therapy (in curative interventions); the frequency of delivery of the intervention (e.g. for screening); the extent of coverage of the target population; and any other important information.

For example, a definition of a programme to deliver directly observed short course therapy (DOTS) for a newly diagnosed tuberculosis patient might require the following additional information: at 95% geographic coverage, diagnosis of symptomatic cases presenting to government health facilities by detection of acid fast bacilli at least twice in initial sputum smears (or other specified diagnostic criteria) and treatment of smear-positive cases with directly observed chemotherapy (three times weekly) using fixed drug combinations. The regimen consists of a two-month intensive phase of Rifampicin, Isoniazid, Pyrazinamide and Ethambutol followed by a four-month continuation of Rifampicin and Isoniazid, all at recommended doses.

2.3 DEFINING THE COUNTERFACTUAL

2.3.1 INTERPRETING THE NULL

GCEA requires the analyst to consider what would happen, starting from today, if all resources in the health sector could be reallocated. The counterfactual against which all interventions should be evaluated is what would happen if none of the current set of interventions were implemented. The cost-effectiveness of all possible interventions—individually and in combination—is assessed in relation to this counterfactual, or null. The next question is how to define “did not exist”. It is not possible to estimate the current levels of population health in every setting assuming that none of the current or past interventions had ever been undertaken. It is possible, however, to estimate what would happen if all current interventions ceased forthwith, that is, what would happen if they were eliminated today. This is the counterfactual proposed in these guidelines.

This does not necessarily reflect an equilibrium situation with a stable prevalence of disease. Rather, because of the sudden absence of interventions (“what would happen if all current interventions were eliminated today?”), hazard rates change and cause the epidemiological situation to be out of balance; eventually, prevalence of disease will adapt to the null hazard rates and the equilibrium will be restored. The time lag
involved, however, will differ per intervention-cluster and may pass the time horizon of analysis. The null, therefore, does not represent a stable epidemiological situation, but a transition of the epidemiological profile of disease over time.

The epidemiological profile associated with the null depends on the past history of interventions and country-specific factors such as climate. For example, where childhood immunizations have achieved high rates of coverage historically, the present epidemiological profile will be characterized by a relatively low prevalence of vaccine-preventable disease. Since the present epidemiological profile is the starting point for the null, the null will also be characterized by a relatively low initial prevalence of disease.

In addition, the ability of countries to improve health varies according to such factors as the current availability of infrastructure within and outside the health sector. This includes the existing number and training level of health personnel which will influence the effectiveness of interventions. It also includes the availability of roads, which determines the costs of expanding coverage, and the education level of the population which could affect the current epidemiological profile of the population and the effectiveness of interventions.

The definition of the null is likely to vary across populations as does the ability of countries to improve health. In the ideal case, separate analyses should be done for every country, and possibly for every subpopulation within a country. It will not be possible to undertake the sheer volume of work required to assess the costs and effects of all possible interventions, for all subpopulations in the world, in the foreseeable future so populations that are relatively homogeneous are analysed together. This is the reason why the WHO-CHOICE project conducts its analysis for 14 epidemiological subregions which are similar in terms of starting points.

2.3.2 Can partial nulls be used?

In defining the null, it is not practical or necessary to assume that no interventions at all exist. Since it is clear that the costs and health effects of many interventions are unaffected by the existence of others, a key issue in GCEA is to define clusters of interventions that are interrelated either because they interact on either costs or effects or because they are mutually exclusive (see Section 2.2). The null, therefore, is defined as what would occur if a specific group of interrelated interventions were eliminated today. Given this definition of the null as that state in which groups of interrelated interventions no longer exist, different so-called “partial nulls” can be defined within the GCEA framework. These partial nulls are defined by the elimination of a specific group of interrelated interventions, while interventions in other groups of interrelated interventions continue to exist but are assumed to have no impact on incremental costs and health effects of the interventions under study.
For example, while the overall population health effect of introducing insecticide treated nets will depend on whether residual spraying of houses with insecticide takes place at the same time, it is unlikely to be effected by whether preventive or curative services for cardiovascular disease exist. Accordingly the analyst can evaluate the set of interventions for reducing the burden associated with malaria independently of those focusing on cardiovascular disease control. When defining the null for the set of malaria interventions, it is not necessary to assume that no interventions for cardiovascular disease exist, and vice versa. In defining the partial nulls, it is simply necessary to ensure that the costs and effects of an intervention in one intervention cluster are largely independent of the existence of interventions outside that group.

---

**Defining partial nulls**

In some areas, costs and health effects of a large number of interventions are interrelated, if remotely, and pragmatic boundaries need to be drawn. For example, costs and health effects of a cluster of interventions in diarrhoea control are interrelated with a large number of other interventions, such as vitamin A supplementation, oral rehydration therapy (ORT) and breastfeeding. Whether the benefits of evaluating oral rehydration therapy and breastfeeding in a single framework outweigh the extra analytical effort is a pragmatic decision which depends on the believed strength of the relationship between the different types of interventions.

---

2.4 **Implementation period and time horizon of analysis**

The time period over which to evaluate an intervention is a vexing question \(17, 18, 52, 53\). Many interventions are evaluated for a typical year, with start up and capital costs annualized. This would bias choices against programmes which take a number of years of activity at full scale to start producing benefits, such as health education programmes. Yet the time horizon of health decision-makers is probably rather short. As a balance, we suggest that GCEA should evaluate all interventions over a period of 10 years at full implementation. That means that the costs are those of full implementation, and include annualized start-up costs prior to these 10 years, and total costs during the 10-year period. Depending on the intervention, annual health effects may be identical each year during the 10-year period (likely for curative interventions) or may gradually increase each year (likely for preventive interventions).

It is important to note that the 10-year period refers only to the period that the intervention is implemented. The time-horizon for the analysis is
obviously longer: analysis must include all the health effects of the intervention that occur because of the 10 years of activity, whether these benefits accrue during the 10 years or subsequently; this will frequently involve modelled data. A classic example is immunization of infants against hepatitis B with the primary aim of preventing liver cancer. In the analysis, yearly cohorts of infants would be immunized over a 10-year period, but the expected impact on liver cancer would not begin to emerge for approximately 35 years later.

Summary of Recommendations

1. Groups of interventions where there are major interactions in either costs or health effects should be evaluated together.
2. Analysts should evaluate all interventions initially against the “null”, i.e. the situation that would exist if none of the set of interacting interventions were implemented.
3. Interventions should be described in detail, which includes information on the setting, target population, time frame, regimen, and frequency of obtaining the intervention.
4. All interventions should be evaluated under the assumption that they are implemented over a period of 10 years. However, costs and health effects related to the intervention should be followed for the duration of the lifetime of the beneficiaries. This could be varied by country-analysts adapting the results or undertaking studies in their own settings.
5. Resource use and health effects should be identified and valued from the societal perspective.
3 Estimating costs

In Section 2.1 it was argued that the strict application of the societal perspective in CEA would require all effects of an intervention on welfare, through changes in non-health consumption and health, to be measured and included in the analysis. Distributional considerations would need to be incorporated, requiring identification of who contributes resources to the intervention, who is able to produce more because of improved health, and who gains the benefits of this increased production.

The benefit of a health intervention is the gain in welfare associated with the health improvement. The cost is the loss of welfare associated with the non-health consumption forgone because the resources are used to provide the health intervention. This section focuses on the questions of what changes in non-health consumption should be included in the numerator, how they should be valued to represent changes in welfare, and how the resulting estimates should be included in a cost-effectiveness analysis. The framework of Section 2.1 is used to identify what should be done in theory and then the pragmatic considerations that lead to modifications of the first-best approach are discussed.

3.1 Identification of costs

3.1.1 Defining the null with respect to costs

In applying GCEA, groups of related interventions are analysed with respect to the null set or the counterfactual of those interventions not existing. In theory, all costs relating to the interventions that are being analysed with respect to the null set would be zero. However, part of the overhead costs of ensuring that interventions take place relate to the availability of trained staff, and some level of central administration such as central stores, auditing, budgeting, etc. While it might be argued that
the investment in basic training of health personnel is reflected in their salaries, this is not true in many settings where government controls public sector wages and the private sector is not well established for many types of health personnel. Moreover, it is not practical to try to allocate the costs of a department of audit, for example, across all health interventions. For that reason, we propose that it should be assumed that these costs exist and will continue at the same level regardless of the different mix of interventions that are delivered. GCEA would focus on resources that could realistically be reallocated over the time horizon of the analysis.

Two major types of ongoing costs are identified. The first involves some of the costs of central administration, such as the overall planning and management of the health system that are unrelated to the development and implementation of particular interventions aimed at improving health. Some activities of a ministry of health, for example, would exist and have a certain staffing profile independent of any particular set of interventions that may be done in the country for the available resources.

The second type of ongoing costs relates to the current level of education of health professionals. If the skills required to deliver an intervention are not available (or not yet available to the full extent necessary) in the country under study, training costs to develop those skills should be included as part of the intervention costs. However, if those skills are already acquired, and no further training is required, the cost of the previously acquired training can be assumed to exist.

Accordingly, some types of administrative costs and those related to the formal education of health professionals have not been included in the costs of interventions for GCEA. These define the “starting point” for the analysis, and would vary across settings, which is one reason for undertaking the WHO-CHOICE analysis at a sub-regional, rather than a global level.

### 3.1.2 Costs of providing health interventions

The costs of providing health interventions—such as an outpatient visit, an inpatient stay or a population-based programme—are the resources used in making the intervention available. The resources include labour, capital such as building space and equipment, consumables such as medical supplies and medications and overhead costs such as electricity, water and maintenance. By using these resources to improve health, they cannot be used to produce other goods and services, thereby incurring a welfare loss.

Resources to fund health interventions can be financed in various ways, including taxation, insurance, and direct out-of-pocket payments by households. Out-of-pocket expenses with near perfect markets can be valued in dollar terms because the expenditure undertaken by consumers
will reflect the value they place on the purchased service, taking into account their budgetary constraints. Markets, however, are not even approximately perfect for most areas related to health and do not equilibrate payments with the perceived value of the service obtained. This is particularly true for tax payments and insurance contributions. In addition, as people consume more of a certain product, the value of each unit of additional consumption falls (known as diminishing marginal utility, illustrated by a concave utility function). This means that the welfare loss of a dollar contributed by a poor person is greater than that of a dollar contributed by the rich. Because of this, the resources used to provide health interventions should be evaluated in terms of the welfare loss associated with how the funds are raised, and not in simple monetary terms.

It could be argued that once the pool of funds for health has been raised, expenditure on each intervention is not subsequently linked to payment mechanisms. If this is true, the rank ordering of costs and cost-effectiveness would not be affected by different weights for each dollar contributed by the poor and rich within a particular country. This is not strictly true for situations where significant co-payments exist and where patients incur out-of-pocket payments, where the welfare loss should theoretically be estimated.

This type of analysis is not typically undertaken because of the difficulties involved in estimating the welfare loss of each dollar to each contributor. We also follow the traditional approach of measuring the costs of providing health interventions in money terms while recognizing the limitations.

3.1.3 Costs of accessing health interventions

The costs of accessing health interventions include the resources used by patients and their families to obtain an intervention. This does not include payments for the intervention itself, which are part of the costs of providing an intervention discussed above. Access cost has two components. The first consists of the resources used in seeking or obtaining the intervention—such as the cost of taking a taxi to a hospital, or special food for diets connected with therapy. The second involves time costs related to seeking or obtaining the intervention. This time has an opportunity cost in that it cannot be used to produce consumption in other areas so that, in theory, it should be valued and included in the numerator.

The way to treat the resources (as opposed to time costs) used in seeking or obtaining care is no different to the costs of providing an intervention discussed above. In theory it is necessary to identify the welfare losses associated with each payment made by each household, but this has proven intractable for practical CEA. Accordingly, we use the standard approach of measuring these costs in money metric terms. Time costs are related to production gains and losses, discussed below.
Many types of health interventions—such as rehabilitation, prevention or life-saving programmes—can affect the ability of people to work, and through this, the total resources available to society. In the social welfare framework, productivity costs or gains affect the consumption of goods and services and, therefore, social welfare. They should be included in the analysis.

The valuation of such changes is not straightforward. First, the impact of one unit of health on production will differ according to such factors as the age and occupation of the individual. Perhaps this can be measured in terms of the wages gained or lost if labour markets work relatively efficiently, although this is rarely the case. Secondly, the welfare effect of each dollar gained depends on each individual’s marginal utility of an additional unit of consumption and this will be higher for the poor than the rich. Thirdly, each dollar gained may affect other people’s welfare, within households and/or in society as a whole. For example, the related social welfare changes will be larger for productivity changes of rich people than for the poor in the presence of a progressive tax system, since rich people’s tax contributions are higher and will add more to a society’s welfare. Finally, where there is inequality aversion, society would value a dollar of production gain by the rich to be less value than the equivalent gain accruing to the poor.

If the distribution of productivity gains or losses across diseases and interventions is not random, the inclusion or exclusion of these costs in CEA could affect the ranking of interventions. Even if it is possible to quantify the productivity changes resulting from gains in health by modelling the relationship between life-years and economic growth, as proposed by the Commission of Macroeconomics and Health (54), it would still require weighting each dollar gained by who gains it. This has not yet been done in CEA.

Certainly market wage rates do not reflect the welfare gains from a health intervention that allows people to work longer or more productively. To do this would require firstly estimating the change in GDP over time with and without the intervention, something that requires heroic assumptions about trends in economic growth rates. Secondly, the value of non-market production with and without the intervention would need to be calculated over time—non-market production can be a large component of the economy in many poorer countries (55). Thirdly, the question of who gains the benefits of increased production would need to be addressed. Any attempt to measure this welfare change in money terms would simply introduce noise into the calculations, so we recommend that changes in production are not included (54).

In doing this, we recognize that the correct approach is to include the welfare effects of changes in production, but that no conceptually...
appropriate way of measuring these welfare effects in money terms is yet available. Work to this end is continuing, but in the meantime, we suggest that where productivity gains are believed to be important, analysts should attempt to quantify them in physical units as rigorously as possible and report them separately.

This recommendation is identical to common practice, including the recommendations of the Washington Panel (18), although for different reasons. Gold et al. argue that people take into account the impact of an intervention on their future production when providing utility weights for QALYs, so that the effects are implicitly included in the denominator of the CEA ratio. Accordingly it would be double counting to include them in the numerator as well. We do not believe that this is the case. DALYs, the summary measure of population health used in the WHO-CHOICE project, measure health and do not incorporate the welfare associated with any income-enhancing properties of an intervention. But even if QALYs are used, it is very debatable that the utility weights used in QALYs capture the effect of an intervention on people's future income. Meltzer (56), for example, has shown that utility weights change if people are provided information on the effect of an intervention on their income. This is not usually done when eliciting utility weights.

The same argument applies to the time of informal caregivers and the time patients and their families spend in seeking and obtaining care. To be consistent with the decision to take a social perspective in measuring costs, each unit of time would have to be weighted according to the different impacts of each person's production on overall output, and also according to who receives the benefit of the additional consumption. Gold et al. (18) argue that this time should be valued in terms of lost wages and included in the numerator of the CEA, but this misses the point that these effects should be measured in terms of the change in welfare.

Even a shadow wage rate is not strictly correct because it takes into account only the impact of time on market production rather than the welfare effect of this time. The alternative practice of using average GDP is not correct either because GDP divided by the workforce overestimates the marginal product of labour by a considerable margin. There is no way of knowing how good an approximation of the welfare losses these alternatives are, and we argue that including time costs valued using any of the above methods simply adds noise to the calculations. It is not possible even to estimate the direction of the likely bias. Even knowing that this time would not be valued at zero, to be consistent with the treatment of production gains and losses, they should be excluded.

In general, time costs are unlikely to be substantial, but for certain conditions or interventions, their exclusion may introduce bias into the comparative estimates of cost-effectiveness, e.g. where people require repeated contacts with the system. A case in point would be treatment for a chronic condition, such as kidney dialysis, where the omission of time
costs would undervalue the attractiveness of home dialysis compared to a facility-based intervention. Accordingly, where they are likely to be substantial, the analyst should report them separately.

### 3.1.5 Health costs in extended years of life

Controversy surrounds the question of whether and how to incorporate health costs in extended years of life into CEA. On the one hand, Weinstein and Stason (57) argue that because interventions that extend life result in increased medical expenditures in the extended years, these additional costs should be added to the costs of the intervention in the numerator, even if they are unrelated to the intervention under consideration. On the other hand Gold et al. (18) draw on the model of Garber and Phelps (58) to argue that future health costs unrelated to the intervention under consideration can be excluded because the ranking of interventions will be the same whether they are excluded or included. The important point to emphasize is that the analyst should always be consistent in the choice whether or not to include them.

The theoretical framework outlined earlier suggests that the net change in non-health consumption over time as a result of the intervention should be measured, whether the change results from the production of additional resources due to healthier workers or from the additional use of resources because people live longer. A problem emerges, however, because of the need to value these changes in money terms. As in the case of changes in future production resulting because people live longer discussed earlier, society may value an extra dollar accruing to the poor more than a dollar accruing to richer people. There is no way to determine the relationship between net changes in non-health consumption valued in money terms and the resulting changes in welfare, so we recommend that they be excluded on the same grounds discussed above.

### 3.1.6 Joint or overhead costs

Joint costs are those resources that are shared with other interventions or programmes. To the extent that these resources could be reallocated to other activities, a share of their cost must be attributed to the intervention. Joint costs usually, but not always, constitutes overhead costs such as buildings, maintenance, electricity, water, etc. Other types of joint costs include personnel or equipment such as those involved in diagnostic tests, which are typically shared between several interventions. In practice, joint costs are estimated by applying some allocation rule related to the usage of the resource item (17;59). For example, personnel costs can be allocated to the intervention on the basis of the proportion of time they devote to it. Vehicle costs could be allocated according to the proportion of the total distance travelled for each intervention, while building costs are typically allocated using the proportion of the space used by each intervention. Assumptions for allocating joint costs are often arbitrary but it is helpful to think of the particular component of
the resource that determines its distribution between interventions. For more discussion on the allocation of joint costs, see Creese and Parker (59).

There are two levels of overhead costs that are related to the provision of an intervention. The first is where the intervention is actually delivered (e.g. hospitals) and the second is at higher levels of the organizational system, e.g. district and national administrative levels, referred to as programme costs in these guidelines. To be consistent, these costs should be traced and incorporated in the analysis.

### 3.1.7 Cost offsets or related health costs

For GCEA, interactions between interventions in terms of costs and outcomes are taken into account by defining combinations of mutually exclusive interventions as described above. For example, if administration of the BCG vaccine reduces the subsequent number of cases of TB requiring treatment, at least three mutually exclusive interventions would be defined at the population level: x% of children covered by BCG with no treatment of subsequent cases; treatment of all TB cases only; and x% coverage of BCG with treatment of subsequent cases. If all are evaluated against the null, cost offsets directly linked to BCG vaccination—i.e. savings in treatment costs due to fewer subsequent cases—would automatically be included in the option of BCG vaccination combined with treatment.

---

**Classification of costs**

One of the first steps of any practical costing exercise is to identify the production process of the programme or intervention. There are several ways of classifying costs. For example, they can be classified by input category (e.g. salaries, medical supplies, capital), intervention activity (e.g. administration, planning, supervision) or organizational level (e.g. national, district, hospital). The most important point to consider when choosing a classification scheme is to make sure that all the relevant costs are included and that the classification categories do not overlap (59).

In most interventions, different types of activities are involved at the programme level as distinct from the point of delivery, during both start-up and post start-up periods. **Programme costs** are defined here as those associated with the development and administration of an intervention, outside the point of delivery. They may be incurred at any level—e.g. national, district or provincial. Examples are planning, training, media and information activities, development of information, education and communication (IEC) materials, monitoring, some types of
supervision, and social mobilization. Annex C provides a detailed description of the types of costs that are relevant to each of these activities. Programme costs are often ignored in published studies (60;61) although they can account for a major component of the total costs of interventions.

It is important therefore that they are included in any CEA and WHO-CHOICE reports: programme and patient costs separately. **Patient costs** are defined as any costs incurred at the point of delivery. They are usually associated with the delivery of curative care, but can also include certain types of health education and preventive activities. The former would include health education provided to women attending maternal and child clinics, for example, while the latter would include childhood immunization.

### 3.2 Cost valuation

This section discusses the main concepts and recommendations for the economic valuation of resources used in an intervention. Particular reference is made to issues related to developing countries. For a detailed presentation of the arguments and recommendations on resource valuation, see Hutton and Baltussen (62).

#### 3.2.1 Economic prices

In providing recommendations for valuation in cost-effectiveness analysis, in particular for resource-poor countries, it is important to keep in mind the need to develop approaches that can be applied widely in many settings, that do not have stringent data needs, and that can be applied by non-specialists who do not necessarily have an in-depth understanding of economic principles. However, it is important to decide first which methods are methodologically correct before asking if they can be applied in practice.

It is generally agreed that the economic definition of costs should be used in cost valuation, not the accounting (or financial) definition. This is based on the concept of “opportunity cost”, i.e. here defined as the value forgone by not using the same resource in the best alternative activity. It is important to distinguish between prices on the one hand (usually determined by a market, but which also can be determined from other sources), and economic value on the other. It is well known that observed prices or charges do not necessarily reflect the economic value (63;64) as shown briefly in the following examples.

- In company or government accounts, buildings and equipment are depreciated over time, so that after a few years they have an
accounting value of zero. However, even after this period these items still have a cost from the economic point of view. For example, there is an opportunity cost of using the buildings for tuberculosis control rather than for a factory or an office building, or using resources to make an X-ray machine rather than a machine that could be used to produce computers. Therefore, a value of capital items needs to be established even after they have a book value of zero. In many developing countries, the ministry of health receives many inputs free of charge or at reduced price, such as donated drugs, radio or television time for health education and communication, or volunteer labour. Some of these resources still have an opportunity cost in terms of foregone non-health welfare because they have alternative uses—the television time, for example, could be used to advertise consumer goods. A value needs to be established that can be given to donated or reduced-cost items even when the ministry of health does not pay for them.

Where the donated goods are specific to the health intervention—for example, pharmaceuticals or volunteer labour dedicated to a particular disease or person who is ill—the question becomes whether the intervention could always be provided using donated goods. If this is the case, the opportunity cost in terms of foregone non-health welfare in the country under consideration is zero. If not, the inputs should be valued at the cost that would be incurred if they needed to be obtained in the market place.

- In many resource markets, there may be distortions that cause the current market prices to diverge from opportunity costs. On the one hand, the observed price can be higher than the opportunity cost, due to monopoly power or taxes/import tariffs, while on the other hand the going price can be lower than the opportunity cost, due to subsidies or “dumping” of products in the market at below cost. Again, a value needs to be established that more closely reflects the opportunity cost than the observed prices or charges.

**Ingredients approach**

In CEA it is important to be able to distinguish clearly quantities from the prices used to value them rather than to report only total costs or total expenditures, for two reasons. Firstly, total expenditures might well be estimated from a financial perspective and might not include all resources nor value them appropriately. It is important for analysts and policy-makers to be able to judge the appropriateness of the way costs have been estimated. Secondly, an ingredients approach allows analysts from one country to more easily assess if costs collected in another country can be used or
modified to their settings. They can, for example, decide the extent to which they use, or would use, different types of inputs, in different quantities, or at different prices. This cannot be done if total expenditures are used as the basis of the analysis, or if only total costs or total expenditures are presented and reported. For this reason we recommend using the ingredients approach to estimating costs. A software known as CostIt (65) is available to assist in this process. It is a costing template that uses the ingredients approach to report and analyse cost information in a standardized way (available from www.who.int/evidence/cea).

3.2.2 Transfer payments

Some interventions may result in financial flows within society from the government to individual patients. Examples are unemployment or sickness benefits. Such transfer payments are a financial cost to the paying government (or to taxpayers in general), a financial gain to the patient, but do not use or create resources. These money streams signify a change in command over resources, not a change in the aggregate value of resources available to society. Transfer payments are, therefore, generally excluded from a CEA.

However, as argued above, social welfare is influenced by who makes and receives these payments. In theory, these welfare changes should be taken into account but this type of analysis has not typically been done so we do not recommend their inclusion. On the other hand, any related administrative costs do use real resources and should be included.

3.2.3 The unit of account

In nearly all economies, domestic market price levels are higher than world market price levels, which may be caused by exchange controls, import quotas, and other trade restrictions. This creates a need to bring all resource inputs to a common basis so that they can be aggregated into an estimate of the costs of a health intervention. To do this it is necessary to define a unit of account, that is, to choose a numeraire or price level—domestic or world market price level—and to choose a currency—national or foreign currency—in which to express all resource inputs. The unit of account affects the valuation of traded and non-traded goods, and needs to be chosen first.

The numeraire

Because the analysis is typically undertaken from the perspective of an individual country, it is often argued that the world price level is the most appropriate starting point for analysis (64). The Organisation for Economic Co-operation and Development guidelines for project
appraisal provide the rationale for using world prices as “they represent the actual terms on which a country can trade” (64). The cost to a country of importing goods is the foreign exchange given up to purchase them, so internationally traded goods are valued at their traded or “border” prices, termed here “international prices”. Non-traded goods are, however, subject to local market distortions and the use of observed market prices might not reflect true opportunity costs. For this reason it would not be appropriate to add traded goods valued in international prices to non-traded goods valued at local market prices (64).

The solution generally used in cost-benefit analysis in other sectors is to revalue non-traded goods in terms of international prices, taking into account distortions that exist in the domestic goods markets. To convert domestic prices to international prices requires application of a “conversion factor”, which is the proportion by which domestic prices exceed international prices because of market distortions. To do this for many goods and services is a considerable amount of work, and instead the standard conversion factor can be used, which is defined as the weighted average of all the conversion factors in the economy (for all goods). The standard conversion factor (SCF) can be estimated as the ratio of the value of traded goods and services at the international price level to the value of traded goods and services at the domestic price level, or can be approximated by the weighted average import tariff (37;66). For example, if the average tariff were 25%, the SCF would be 0.8.

Adjustments for market distortions are rarely enforced in CEA—particularly the use of conversion factors to ensure that traded and non-traded goods are expressed in terms of the same numeraire. In addition, shadow pricing of non-traded goods is unusual, except perhaps for the exclusion of some transfer payments, possibly because many studies have originated in the USA where market distortions are arguably lower than in other settings. Several years ago, in an evaluation of immunization programmes in developing countries, Creese (67) showed that the use of appropriate shadow pricing can make a difference to the conclusions about whether or not an intervention is cost-effective, but little further work has been done since then. WHO-CHOICE is currently exploring this question to determine if it is possible to identify the circumstances in which it is critical to use these methods. For the moment, CHOICE uses the traditional approach. The way traded and non-traded goods have been treated is described below.

3.2.4 TRADED GOODS

Traded goods (e.g. equipment, supplies and pharmaceuticals) are the commodities that are, or could be, available on the international market, and could be available to all countries at an international market price. Most countries are too small to effect the international price—either for goods they import or export. So the opportunity cost for imported goods can be considered the foreign exchange that leaves the country in order
to pay for the inputs—e.g. they should be valued at the international price. Similarly, the value of an input to an intervention that is produced locally but could be exported is the value that could have been obtained for it on the international market. Traded goods are, therefore, valued at the international market price, adjusted to include cost, insurance and freight (CIF) for imported goods and free on board (FOB) for exported goods.

The CIF price should exclude import duties and subsidies (transfer payments), and include the selling price of the producing country, freight, insurance and unloading charges. If the goods are imported, the costs of local transport and distribution (termed “domestic margin”) should be added to the landed price to approximate the local opportunity cost because local transport and distribution does use resources which cannot then be used elsewhere (63).

The FOB price of exports should include the production cost as well as the costs to get the product to the harbour of the exporting country, and includes local marketing and transport costs and local port charges (63).

The prices of some internationally traded goods might still include market imperfections to an extent (e.g. patented drugs are protected by definition). If an intervention in a particular country uses a patent drug, the question is whether a generic substitute exists and has similar effectiveness. If a generic substitute exists and has the same effectiveness, then its price should be used. The logic is that decision-makers need to know the cost-effectiveness of an intervention if the appropriate inputs were used. In some settings it might also be useful to show how the cost-effectiveness would alter with the use of the brand name substitute. If no generic product exists, or is unlikely to in the lifetime of the project, or the health programme does not have access to it, then the price of the patented product should be used. If a generic is predicted to become available later in the life of a project, then the expected generic price should be used after this time.

3.2.5 Non-traded Goods

In general, personnel, utilities, buildings and domestic transport are treated as non-traded goods. Some considerations about the valuation of these items are highlighted below.

Labour costs

Labour market prices might not reflect true opportunity costs. To determine the economic value of labour employed in health interventions, these prices must be adjusted for distortions in the labour market, and so-called shadow wage rates (SWR) then could be estimated. Labour has traditionally been broken into two basic categories: scarce labour and labour which is not scarce locally. A third and fourth category, voluntary labour and patients’ and care-givers’ time, are also discussed. The distinction between “scarce” and “non-scarce” labour will vary by setting. In some countries, it is not uncommon for doctors and nurses to
be unemployed—e.g. it could not be argued that their skills are scarce. In other countries there are consistent shortages of medical personnel and government controls salaries. Similarly, in countries where agriculture is an important activity, low-skilled labour can be in short supply during certain periods of the year, such as harvest time, and readily available at other times. Therefore, the analyst should make their own judgements, and justify their choices.

**Scarce labour.** Scarce labour is typically labour that involves skilled workers for which there is little or zero unemployment. For this type of labour, it is recommended to take prevailing market wages and fringes plus the monetary value of housing and other allowances to give an approximation of the opportunity cost. This may well underestimate the true opportunity cost of skilled health workers in countries where the private sector does not function and governments control salaries.

The opportunity cost of labour is the gross salary plus fringe benefits. This represents the total resources that society pays to employ someone. Fringe benefits include the employer’s contributions to social security, other pension plans, health and life insurance, and perks such as use of a car, free use of accommodation or financial contributions to private accommodation.

An important question is what to do about the valuation of expatriate labour employed in a country on salaries that are much higher than those paid to people with similar skills locally. The general answer to this question for GCEA is that it depends on whether the intervention needs this type of labour or whether the expatriate labour could be replaced with local labour with the same qualifications, skills and efficiency. If for some reason the intervention absolutely needs the expatriate labour, it should be considered as a traded good and valued accordingly. However, if the intervention would be normally undertaken with local labour, and the goal is to evaluate whether an intervention undertaken efficiently is worth doing, then local labour costs should be used.

**Non-scarce labour.** In many countries unskilled labour is not scarce—there are many more people who apply for positions in the modern sector than posts available. The cost to the economy of using unskilled labour in a health intervention is the value of the net output lost elsewhere.

Where labour is drawn from rural areas and would have been employed in agricultural production, the opportunity cost is often taken to equal the value of lost production. An indirect way of estimating this is to use the rural wage rate, adjusting for seasonal fluctuations in demand. At some times of the year this might be close to zero. Where labour is drawn from the informal sector in urban areas, the economic price of labour in the urban areas can be approximated by estimates of annual incomes in the urban informal sector. The urban formal sector wage rate is likely to be an overestimate, especially where minimum wage laws apply.

**Voluntary labour.** Voluntary labour is, by definition, free to an intervention. It should be treated similarly to expatriate labour. If it can
be assumed that the intervention will always be able to call on this volunteer labour, it would be valued at zero cost. If not, the cost of employing others to undertake this task should be used—effectively this means that it would normally be valued at the wage rate of health personnel who would normally be employed to do the same tasks.

**Buildings**

One of the differences between the accounting and the economic methods of cost valuation is the treatment of capital. For example, capital items such as buildings that have been written off in the accounts and no longer incur a depreciation cost would still have a cost from the economic point of view. There are two possibilities for the valuation of a building or space used by the intervention. The first is to use the annualized value of the building (17). This is done using the replacement costs of the building, i.e. the cost of constructing a similar building today, and the annualization factor that incorporates the useful life of the building (depreciation) and the opportunity costs (interest rate) of the funds tied up in this asset. Details about how to calculate annualization factors are discussed in detail in Section 3.3.2 below. The second option is to use the rental value of a similar space in the same location, which could provide the same function, e.g. a private clinic or hospital. The rental value incorporates both the depreciation and the opportunity costs of the asset. However, this method is only appropriate if competitive rental markets exist which is certainly not the case in the rural areas of many of the poorest countries of the world. As a result, WHO recommends and uses the former method.

---

**WHO-CHOICE estimates of unit costs**

One of the most important inputs to a costing process is estimating unit costs of patient services, e.g. cost per bed day or cost per outpatient visit. Methods to estimate these unit costs are covered in most guidelines, e.g. in Drummond et al. (17), but there are many countries for which reliable estimates are not available. Although the long-term solution is to encourage appropriate costing studies in all settings, for short-term use, WHO-CHOICE has developed models to predict country-specific unit costs, which is used to estimate the cost-effectiveness of health interventions by region (68;69). See [www.who.int/evidence/cea](http://www.who.int/evidence/cea) for regional estimates of unit costs per bed day, outpatient visit, category of personnel, litre of fuel, etc. for the 14 WHO subregions. The results of these models are not only useful for WHO-CHOICE but to analysts and policy makers who can estimate unit costs for their own setting.
3.2.6 Transferability of costs across time

Sometimes it will not be possible to obtain unit prices from the year of the study and it will be necessary to extrapolate from earlier years. Because general price levels change over time, it is necessary to adjust costs from other time periods to the base year used in the analysis (e.g. 2000 US dollars)—that is, they need to be valued in constant or real terms (net of inflation). Money values that are unadjusted for inflation are referred to as nominal or current prices.

There are several possible measures of inflation:

1. *The consumer price index* (CPI) reflects the change in the cost to the average consumer of acquiring a fixed basket of goods and services.\(^\text{16}\) However, it is questionable if its determinants (i.e. choice of goods and services to include, and the weights used) are reflective of health costs as a whole. Moreover, the CPI is only appropriate if the price of the resource in question is changing at the rate of the general price inflation (70).

2. *The Gross Domestic Product* (GDP) implicit price deflator is defined as the price index that measures the change in the price level of GDP relative to real output. It measures the average annual rate of price change in the economy as a whole. It also takes into account changes in government consumption, capital formation, international trade and final household expenditure, and therefore covers virtually the whole economy. It is the broadest-based measure of inflation (71), and our recommended deflator for making health sector cost adjustments over time.\(^\text{17}\)

3. *The rate of wage inflation* reflects the average annual increase in wages throughout the economy, or in specific sectors of the economy (e.g. public service). It is too narrow to used as a general index of inflation.

4. *The rate of inflation of specific product groups* reflects the rate of inflation for individual or groups of products, such as agricultural products, raw commodities and food. Some countries have an index of inflation for health goods and services, but not enough to recommend its use broadly.

For consistency and clarity reasons, a single indicator of the inflation rate should ideally be recommended in costing guidelines. The most appropriate inflationary measure for adjusting costs for CEA is the one which reflects most closely the general price level of the resources used to produce health interventions (71). This would probably be the health component of the GDP deflator, but this is available in only a few countries. Therefore, we recommend using the GDP deflator. If no GDP deflator is available for a country, the CPI can be used as the second best alternative.
3.2.7 Transferability of costs across settings

Most of the above discussion about costs is appropriate for collecting data about costs for a CEA undertaken in one setting. There may be several reasons to transfer cost estimates across settings:

1. Studies done in one country would show the quantities and prices of inputs in their setting. Analysts in other settings could adjust quantities and prices as needed. No special methods for transferring prices are required.

2. Sometimes analysts may not have the price/cost information for their own setting. In that case, the distinction between traded and non-traded goods should be made, and traded goods should be valued in their international price as described above and purchasing power parities (PPPs) could be used to convert prices of non-traded goods.

3. Some unit costs might not be available in a local setting and it would be very complicated to break them into their traded and non-traded components. An example is the unit cost per inpatient bed day. In these cases, PPPs could be used to translate unit costs from another setting and would give at least an approximation of local costs. This is not an ideal solution because it is often very difficult to tell from the published literature if the reported unit costs of inpatient days include all relevant costs and have been valued appropriately.

Presentation of results in international dollars

Since global cost-effectiveness estimates are not readily adaptable to individual countries, and since very few countries are able to estimate the costs and effects of all possible interventions in their own settings, WHO-CHOICE is making available the costs and effects of a wide range of interventions for 14 epidemiological sub-regions of the world.

To capture differences in purchasing power, results are presented in international dollars. Costs in the local country currency units are converted to international dollars using purchasing power parity (PPP) exchange rates. A PPP exchange rate is the number of units of a country’s currency required to buy the same quantities of goods and services as one unit of currency in a reference country, in this case the United States. An international dollar is, therefore, a hypothetical currency that is used as a means of translating and comparing costs from one country to the other. See Annex D for more detail about how to interpret results presented in International dollars. The PPP exchange rates used in this analysis were developed by WHO and are available on the WHO-CHOICE web site www.who.int/evidence/cea.
3.3 Cost analysis

3.3.1 Choice of discount rate

As discussed in Section 2.4, WHO-CHOICE recommends estimating the costs of projects over a 10-year period. The costs incurred in each of these years cannot simply be summed without any adjustment. Individuals and society prefer to pay costs in the future rather than now, so from today’s perspective, a cost of $100 payable after 10 years is not seen to be as high as a cost of $100 payable today. The present value of $100 payable in 10 years is, therefore, less than $100. Discounting is the process of converting future costs to their present value, to reflect the fact that, in general, individuals and society have a positive rate of time preference for consumption now over consumption in the future. For comparability across studies, it is important that analysis is performed using a common discount rate. For that purpose, WHO-CHOICE uses a discount rate of 3% for the base case, as suggested in a number of guidelines. A discount rate of 6% is also explored using sensitivity analysis. If country analysts wish to use country-specific rate of return of long-term government bonds as the social discount rate for costs, they may do this using sensitivity analysis. The question of discounting is discussed in detail in Section 6 below.

3.3.2 Annualization of capital investments

Capital goods are defined as inputs that last for more than a year, e.g. vehicles and buildings. As they are bought in one year and used for several years more, there is a need to spread the costs over the study period. The economic cost of using capital consists of two components: the opportunity cost of making the investment (resources invested in its purchase that cannot be used elsewhere) and the rate at which the capital is “used up” (commonly called depreciation). Where rental markets exist and can be considered to work relatively well, the rental price of the capital item can be assumed to incorporate both components. However, in many situations rental markets do not function or do not function well, in which case it is best to annualize the cost of the item using the following formula (17).

Let \( P \) be the value of the good when bought where resale is netted out and resale nominal value be denoted by \( S \). If \( K \) is the nominal purchase value, then

\[
P = K - \frac{S}{(1+r)^n}\]

where \( r \) is the period interest rate and \( n \) is the period in which the capital is replaced. Assigning \( E \) as the equivalent cost per period, we get
The method described above is defined for new equipment. For old equipment, instead of $P$, use the replacement cost of the equipment or the original cost indexed to current dollars and a full life. To ensure comparability between studies undertaken in the same setting analysts should seek to ensure consistency in their assumptions about the useful life (longevity) of capital. Locally appropriate life spans should be standardized in different settings. In its regional tables, WHO uses averages appropriate to each region and will publish these life spans as they are developed further over time.

3.3.3 START-UP COSTS

The start-up period is defined as the period between deciding to implement an intervention and starting to deliver it to the first beneficiary. The start-up period can vary from several months to several years. Resources used in the different start-up activities include personnel, supplies, overhead and capital items. Start-up costs, whether recurrent or capital, should be annualized over the lifetime of the start-up activities. This is done in two steps: first the annualized value of capital items and the total costs of recurrent items are summed over the whole start-up period; second this value is annualized over the lifetime of the programme. The choice of the period over which start-up costs should be annualized is arbitrary and should be done on a case by case basis. In interventions where health technologies are not expected to change over a short time period, we recommend the use of a 10-year period as the basis of annualization of start-up costs. This is again arbitrary but will help improve the comparability of the results.

3.3.4 CAPACITY UTILIZATION

It is not uncommon, especially in developing countries, for capital (e.g. hospitals, health centres, laboratory equipment) and labour to be used at less than full capacity. GCEA requires estimates of the total costs of providing an intervention against the counterfactual of the intervention not existing. Overhead costs that are required to provide the intervention are included, some of which can be shared by other programmes. The total costs estimated against this counterfactual can vary substantially according to the level of capacity utilization. For example, the costs of treating TB patients in hospitals might appear to be high if a study were undertaken in a hospital where occupancy rates were low and the capital costs of the building are allocated across few patient stays. If these results are compared with the costs of providing care for children under five years of age derived from health centres that are always crowded,
differences in costs would reflect differences in capacity utilization rather than the costs of each intervention run relatively efficiently.

Given our interest in making recommendations on what types of interventions would be appropriate if policy-makers could reallocate resources, it is important that regional cost-effectiveness league tables control for capacity utilization and report the cost-effectiveness of interventions that are done efficiently. It is not useful for policy-makers to know the cost-effectiveness of interventions undertaken in a technically inefficient manner. This means making sure that the target efficiency is attainable in the region. WHO is currently using 80% capacity utilization as the norm for its sectoral analysis, consistent with recommendations made in previous CEA guidelines (17;18).

Analysts wishing to adjust the WHO-CHOICE estimates to their countries can modify this assumption as appropriate. An important implication is that analysts undertaking individual cost-effectiveness studies should report the capacity utilization that forms the basis of the estimates. Otherwise it will not be clear to policy-makers or analysts in other settings if the results simply reflect excess capacity or the fact that an intervention is not cost-effective compared to others, even if it were done in an efficient manner.

**Cost of scaling up interventions**

An important question that is facing many governments is the cost of scaling up interventions to achieve target coverage levels. As coverage expands into remote areas, the marginal costs of providing an intervention to each additional person usually increase. The cost of scaling up interventions, including economies and diseconomies of scale, should be taken into account. For this reason, WHO-CHOICE presents cost-effectiveness estimates of different interventions e.g. at coverage levels of 50%, 80% and 95%. This involved the development of price multipliers to provide a conversion factor for prices at different levels of coverage (61), and unit costs of outpatient visits to health facilities at different coverage levels. More detail of the methods used and results of this analysis are available from the WHO-CHOICE web site [www.who.int/evidence/cea](http://www.who.int/evidence/cea).

**Summary of Recommendations**

1. Ideally, analysts should follow the ingredients approach and collect and report information on the quantities and prices of the resources used in addition to total expenditures.
2. The cost of providing health interventions should be included in the analysis as should the resources used up in seeking or obtaining an intervention (e.g. transport costs). It is recommended that
productivity gains and losses due to an intervention, including time costs of seeking or obtaining care, should be excluded from the CEA. Where they are believed to be particularly important, they should be measured (rigorously) in physical units (e.g. time gains or losses) and reported separately.

3. Transfer payments should not be included in CEA. However, any related administrative costs should be included.

4. Costs of central administration and the education of health professionals can be regarded as existing or ongoing costs and should not be included in the analysis. This does not include training costs for a specific intervention, which should be included.

5. Shadow pricing should be used to determine the economic costs of goods that have no market price or if market prices are believed to have major distortions.

6. Prices of traded and non-traded goods should, in theory, be expressed in terms of a common numeraire, and we recommend using the world (international) price level to allow for comparability of results.

7. The annual costs of capital investments can be approximated by their rental price where a rental market exists and works relatively well. But because this is often not the case, the preferred approach is to annualized them taking into account purchase value, resale value, interest rate and working life.

8. Costs should be discounted at an annual rate of 3% in the base analysis. The sensitivity of the results to using a 6% rate should also be explored (see Section 6).

9. Analysts should report the capacity utilization that drives their cost-effectiveness estimates. WHO-CHOICE consistently uses 80% capacity utilization to obtain estimates of the cost-effectiveness of interventions if they are undertaken relatively efficiently.

10. Prices should be adjusted to a common year using the GDP deflator where possible. If this is not available, the Consumer Price Index can be used.
This section examines issues related to the estimation of the denominator of the cost-effectiveness ratio, which is the difference in population health with an intervention compared to the counterfactual to which it is being compared (the net health effect). This section begins by explaining how time lived in non-fatal health states can be combined with survival data in order to aggregate the impact of an intervention on fatal and non-fatal health outcomes into a single outcome measure. Then the methodology to estimate the counterfactual for analysis (the null) is examined, one of the most important challenges in conducting GCEA. This is followed by a discussion of the estimation of intervention effectiveness, defined in relation to the counterfactual.

The primary objective of this section is to review the process of estimating effectiveness specifically for GCEA, not effectiveness in CEA in general. Since the two share many of the same techniques—for example, the use of models to combine data from various sources—these are not discussed in the current set of guidelines. In those instances, the reader is referred to the existing literature (17,18,72,73).

4.1 Defining the outcome of interest

The first use of GCEA is to compare a set of interrelated interventions, usually interrelated because they have the same goal—e.g. to reduce the risk of cardiovascular disease, or to improve the health of children under five years of age. The second use is to provide information useful to the decision about how to allocate scarce resources from the perspective of the sector as a whole, which involves comparing the costs and outcomes of all the different types of health interventions that would be possible. This requires cost-effectiveness to be estimated using an outcome indicator which measures changes in health taking into account fatal and non-fatal outcomes. Disability-adjusted life years (DALYs), healthy year
equivalents (HYEs), or quality-adjusted life years (QALYs) are all time-based measures of health that include the impact of interventions on years of life lost due to premature mortality and years of life lived with a non-fatal health outcome, weighted by the severity of that outcome. WHO-CHOICE employs DALYs in its CEA, and we recommend that other analysts also use DALYs in any GCEA for purposes of comparability. The metric has become increasingly used in the cost-effectiveness literature (74–80).

4.1.1 Disability-adjusted life years (DALYs)

DALYs were first used in The Global Burden of Disease and Injury (GBD) study, a joint study between the World Bank, the World Health Organization (WHO) and Harvard School of Public Health (81;82). This study began in 1988 with the objective to quantify the burden of disease and injury of human populations and define the main health challenges at the global level using a measure that could also be used for cost-effectiveness analysis. Using DALYs, the GBD was measured for 1990 and projections were developed to 2020. Estimates of disease burden were combined with estimates of cost-effectiveness using DALYs in The World Development Report of 1993 (74) in order to define priorities for investments in health. This summary measure of population health has since been refined and is used routinely by WHO for reporting on the health of populations and as an outcome measure for CEA (37;83).

The DALY extends the concept of potential years of life lost due to premature death (PYLL) to include equivalent years of “healthy” life lost by virtue of being in states other than good health. DALYs lost due to a disease or health condition are calculated as the sum of the years of life lost due to premature mortality (YLL) in the population and the equivalent “healthy” years lost due to non-fatal health conditions (YLD):

$$\text{DALY} = \text{YLL} + \text{YLD}$$

The loss of healthy life due to non-fatal health conditions (YLD) requires estimation of the incidence of the health condition (disease or injury) in a specified time period. For each new case, the number of years of healthy life lost is obtained by multiplying the average duration of the condition (to remission or death) by a severity weight that measures the valuation of the loss of healthy life. Time lost due to premature mortality (YLL) is a function of the death rate and the duration of life lost due to a death at each age. The DALY is described in detail in Murray & Lopez (37) while additional information on summary measures of population health are described in Mathers et al. (84).
4.1.2 Non-fatal health outcomes

In order to use time as a common currency for non-fatal health states and for years of life lost due to mortality, it is necessary to define, measure and numerically value time lived in non-fatal health states. The “valuation” of time lived in non-fatal health states formalizes and quantifies social perceptions of how time lived in a particular state compares with full health. Depending on how these valuations are derived and in which summary measure they are used, they have variously been called disability weights, health state valuations, health state preferences or health state utilities. When measuring the burden of disease, or the decrement in health due to a disease or condition, each year of life lost is given a weight of 1. Years lived, but in states less than full health, are given a weight between 0 and 1, with 0 representing full health.

While death is not difficult to define, non-fatal health states are. Non-fatal outcomes of disease differ in their impact on the individual, and the impact on the individual is mediated by contextual factors including personal characteristics and the physical and social environment. Non-fatal outcomes involve multiple domains such as mobility, anxiety and pain: health state valuations provide the means to weight and then aggregate individual functioning on these domains of health. Methods for eliciting health state valuations are described in Section 4.1.3.

The health state valuations used to estimate the burden of disease in terms of DALYs lost do not represent the lived experience of any disability or health state, or imply any societal value of the person in a disability or health state. Rather they quantify societal preferences for health states in relation to the societal “ideal” of good health.

Thus a weight for paraplegia of 0.57 does not mean that a person in this health state is almost “half dead”, that they experience their life as halfway between life and death, or that society values them as a person less than anyone else. It means that, on average, society judges a year lived with paraplegia (weight 0.57) as less preferable than a year lived in full health, and a year with paraplegia is less preferable to a year with blindness (weight 0.43). It also means that, on average, society would prefer a person to have a year in good health followed by death than a year with paraplegia followed by death. In addition, society would prefer a person to live three years with paraplegia followed by death than have one year of good health followed by death (3 years x (1-0.57) = 1.3 “healthy” life years is greater than 1 year of good health).

Other things being equal, society would prefer to prevent or cure a case of paraplegia (weight 0.57) rather than a case of low back pain (weight 0.06), if each could be restored to full function for the same cost and there were insufficient resources to do both.

For CEA, the denominator is the gain in health due to an intervention rather than the loss measured in burden of disease (BOD) calculations.
Even though the same metric is used, the DALY is a negative concept in BOD calculations—DALYs lost—and a positive concept in CEA—DALYs averted. For that reason, the valuations used in CEA calculations are the complements (e.g. 1—health decrement) of the weights used in BOD analysis. For CEA, full health is valued at 1, with 0 representing the worse possible state of health, in this case death.

### 4.1.3 Health state valuation

For countries undertaking national GCEA studies, it is recommended that a baseline set of estimates should apply the valuations used in the GBD study, which are being updated as described above for a new set of estimates for the GBD 2000.\(^{18}\) For countries wishing to assess local health state valuations as well, we recommend using the data collection strategy following the standardized protocols developed at WHO \(^{85}\).

The two-tiered data collection strategy consists of:

- collection of health state valuations in the general population using a multiple-state ordinal ranking and visual analog scale (VAS) questionnaire; and
- collection of health state valuations among a smaller sample of respondents with high levels of educational attainment using a multi-state, multi-method survey.

The primary objective in the first component of the strategy is to estimate aggregation functions that can be used to generate overall valuations based on the levels on multiple core domains of health. Data collection in the general population is also designed to address questions of variation in health state valuations across different types of respondents and settings. The results are used to analyze the possible determinants of variation both across and within countries. The second part of the strategy is required in order to translate responses obtained using the simple methods applied in the population-based surveys (rankings and VAS) to an interval-scaled measure of strength of preference that may be used in constructing summary measures of population health \(^{86}\).

### 4.1.4 DALYs and the theoretical foundations of CEA

In Section 2.1 it was argued that the numerator in CEA should be the loss of welfare because of the reduction in non-health consumption that results from allocating scarce resources to a health intervention. The denominator should be the gain in welfare associated with the increase in health. DALYs are a summary measure of population health that capture the impact of an intervention on both fatal and non-fatal health outcomes. The bridge between mortality and non-fatal outcomes is the set of health state valuations that represent the overall health levels associated with time spent in different states.
It is important to note explicitly what these health state valuations do and do not capture. They do not measure health utility as defined in terms of the Von Neumann-Morgenstern axioms of expected utility. This is partly because risk attitude is a separate consideration which, we argue, is not relevant for quantifying health levels (87), and partly because health-related utility encompasses a broader range of dimensions of well-being that extend beyond the focus on health that is sought in the health state valuations. Health, as defined in DALYs, interacts with these other domains but can be conceptualized as being distinct from them (88).

Health levels can be understood without reference to the contribution of health to overall well-being, and without relying on the language of individual preferences. Even if DALYs, however, are intended to reflect a health construct that is more narrowly defined than well-being, DALY maximization—the implicit objective of GCEA—can be consistent with the welfare maximization implied by the theoretical framework described earlier under certain, admittedly strict, but reasonable conditions.

The first is separability of individual utilities across time. Using a time-based measure of population health implies that years are additively separable—the total health impact of an intervention is the sum of its impact at different moments in time, and the valuation of a health state at one moment is independent of the health state in another. There has been considerable debate in the literature about this assumption, which is common to QALYs, and one of the reasons why the healthy year equivalent (HYE) was proposed as an alternative outcome measure for CEA (89;90). At one level, the appeal of this requirement is highly pragmatic, allowing impacts over different periods of time to be combined in a relatively simple way.

The second condition is separability across people (89). The welfare impact of a health event on a given individual does not depend on the health levels of other members of a population. This assumption allows DALYs (and other summary measures of population health including QALYs) to be constructed from overall measures of individual health that may be assessed without reference to the states of health of other people in society. While inequality is clearly an important consideration for health policy, it is useful to develop measures of the average level of population health separately from a measure of the distribution of health in order to allow explicit accounting for both. Thus, while there have been proposals for summary measures that reflect both levels and distribution of health (e.g. (91)), DALYs are intended to capture only the former. This implies that considerations of changes in the distribution of health across individuals brought about through a health intervention should be introduced into the policy debate through mechanisms other than the way health is aggregated in the denominator of a cost-effectiveness analysis.

The third condition under which DALY maximization is consistent with welfare maximization is that the health and non-health components
of welfare (92;93) are separable and welfare is a linear function of years of healthy life. While declining marginal utility of increased consumption is an assumption with clear face validity, a similar assumption that extra increments in health have less utility value as individuals have lived longer healthier lives does not have face validity. Debates on the allocation of scarce resources, such as organs, clearly indicate that most individuals do not accept the premise of declining marginal utility of health (94;95). In fact, survival can be thought of as the capacity to generate utility from consumption. Extra years of healthy life could have a greater welfare value, not less, if people expect to have higher levels of consumption in those years. As an operational assumption, it seems reasonable to assume that welfare is a linear function of years of healthy life.

Although many examples can be found that would imply that these assumptions do not hold strictly true in all circumstances, they are the basis of all cost-effectiveness analyses. Not only are they widely accepted, but also alternatives to these assumptions have not proven feasible in practical application. It is useful to recognize that these assumptions have considerably more plausibility than the assumptions embedded in cost-benefit analysis without equity weights, in which a year of healthy life for a poor person generates much less welfare than a year of healthy life for a wealthy person.

4.1.5 Discounting

DALYs capture the impact of an intervention on the future stream of healthy years of life lost due to disease or injury. Future healthy years gained by an intervention are discounted at a 3% rate to their present values for the base case analysis in WHO-CHOICE, so that a year of healthy life gained in 10 years’ time is worth 24% less than one gained now. The rationale for discounting future health benefits is discussed in more detail in Section 5.

4.1.6 Age-Weighting

The Global Burden of Disease study weighted a year of healthy life lived at young and older ages lower than a year lived at other ages, something that has subsequently proven to be controversial. Some critics have argued that age weights were unacceptable on equity grounds (i.e. every year of life should be of equal value regardless of the age of the person who gains it) (96). In response, Murray (97) argued that age weights are not in themselves inequitable, because everyone potentially lives through every age. Moreover, the preference given to years gained at particular ages is consistent with societal priorities expressed in a number of studies that have indicated there is a broad social preference to value a year lived by a young adult more highly than a year lived by a young child or at older ages (98;99).

For the purpose of GCEA at the country level, individual analysts have the choice whether to use age weighting. WHO reports its cost-
effectiveness results with age-weighting in its base case and without age-weighting as part of the sensitivity analysis. A more detailed discussion of the principles and techniques of age-weighting can be found in Murray and Lopez (37).

4.1.7 Estimating years of life lost due to mortality

For measuring the global burden due to premature mortality associated with different types of diseases, the standard expected years of life lost (SEYLL) method has been adopted by WHO. This uses the expectation of life at each age $x$ based on some ideal standard to estimate the loss of years of life associated with a death. See Annex E for more detail on the various possible approaches to the measurement of premature mortality in DALYs.

The needs for CEA are, however, different to those for measuring burden of disease and the method of estimating YLLs gained by an intervention needs to be more complex. To show this, assume that an intervention, e.g. insecticide-treated nets (ITN) in malaria, can reduce infant mortality by 50%. What would be the benefits from the implementation of ITN in terms of years of life gained? Imagine that this intervention is applied to the population represented in Table 4.1. It is commonly assumed that preventing a neonatal death (at age 0) gains years of life equal to the life expectancy at that age (74.68 years). This is a good approximation as long as the changes caused by the intervention do not change age-specific and overall life expectancies substantially. A 50% reduction in infant mortality does, however, substantially change life expectancy at birth. In that case, the total number of life-years gained calculated according to the common assumption would be the number of lives saved (627) times the life expectancy (74.68 years) which equals 46 809. This is not correct. Table 4.1 shows the life expectancies without and with the intervention. The reduction in childhood mortality increases life expectancy at birth by 0.47214 years. This means that the total number of life-years saved equals 0.47214 x 100 000 = 47 214, larger than the number estimated above.

Another way to think about the effect of an intervention on life expectancy and years of life saved is in terms of shifts in the survivorship curve. Survivorship curves are also a useful representation of mortality rates in a closed or stationary population. The y-axis shows the proportion of a birth cohort (exposed to a set of age-specific death rates) that survives to any age (shown on the x-axis).
Figure 4.1 shows the survivorship curve for the life table in Table 4.1. As a result of the intervention reducing infant mortality by 50%, the curve shifts upwards. Years of life lived for the population, equal to the area under the survivorship curve, is increased through this intervention by 47 214 life-years. This can also be seen in the life table as the difference in the total number of life-years lived (T) with and without the intervention (7 515 542 – 7 468 328). The preceding paragraphs show that for interventions with a relatively large impact on age-specific mortality implemented over a number of years, period life expectancy (before the intervention) will not be a good approximation of the population health gain. In such cases, a population projection model is required in order to estimate fully the intervention benefits in terms of years of life lived (37;100).
Population models calculate the benefits of an intervention as the difference in healthy years lived in the population with and without the intervention. They can capture the effects of the actual age-distribution of the population, the age-specific prevalence of disease, and competing risks, as well as the effects of discounting and age weighting if desired. WHO has developed a population model known as PopMod (see Section 4.2.3).

**The need for a population model to estimate years of life gained by an intervention**

If the intervention under study will lead to relatively small changes in mortality rates, it may not be necessary to use a population model to obtain a relative accurate estimate of the health gain. Preston and Gribble (100) have analysed the number of life years added to a population through different types of interventions and have shown that subtracting the age of death from local period life expectancy is a good first-order approximation of the years of life gained for some single-year interventions. Where age-specific mortality rates are changing over time, it would be more accurate to use cohort than period life expectancy. However, a population model should be used where interventions substantially effect life expectancy.

### 4.2 Estimating population effectiveness

The denominator in a CEA, the difference in population health between the intervention and the counterfactual (null set), must be expressed as a single number. In GCEA, the number of healthy years lived (HYL) for the
intervention scenario is compared to that under the null scenario using PopMod. The difference is the number of DALYs gained by the intervention (see Annex F). A number of steps are required in these calculations. The first involves the definition of the cluster of interrelated interventions which captures the most important interactions between interventions in terms of costs and/or effects. In the second step, the partial null for that set of interventions is assessed by estimating what would happen to population health if all interventions in this cluster were eliminated. The third step is to estimate the impact of introducing all interventions, singly and combined on HYL at the population level. These steps are discussed in turn. Wherever the term “null” is used in this section, it refers to “partial nulls” as defined in Section 2, except where explicitly stated.

4.2.1 Step one: defining the cluster of interrelated interventions

As noted in Section 2, GCEA requires interventions that interrelate in terms of costs and effects to be analysed together. This is required in order to assess the joint effect of interventions undertaken at the same time. It was also shown that the analyst must consider what would happen, starting from today, if all interventions were eliminated. Only through the analysis of this counterfactual or null can the impact on population health of current interventions be assessed.

In defining the null, it is not practical or necessary to assume that no interventions at all exist because the costs and health effects of many are unaffected by the existence of others. The null, therefore, was defined as what would occur if a specific group of interrelated interventions were eliminated today. Given this definition of the null as that state in which groups of interrelated interventions no longer exist, different so-called “partial nulls” can be defined within the GCEA framework. Section 2 provides more detail on the definition of sets of interrelated interventions and the partial null.

4.2.2 Step two: defining the epidemiological profile of the null

The starting point for defining the epidemiological profile of the null is usually the current epidemiological situation. The Global Burden of Disease study has estimated epidemiological profiles for a comprehensive set of diseases for many epidemiological subregions in the world. Many of the details are reported in the annex tables to the annual World Health Reports of WHO.

How the null is to be estimated in practice depends to a large extent on the nature of the intervention cluster under study. If the current intervention mix comprises purely of preventive interventions, their elimination will affect only the incidence of disease. Where the current intervention mix includes only curative interventions, the null can be characterized by a change in the remission and/or case-fatality rates. The hypothetical elimination of rehabilitative and palliative interventions is
reflected in a change in the severity and, maybe, duration of the non-fatal health outcomes associated with the particular disease. In many intervention clusters, the hypothetical absence of interventions will be reflected by a change in all of these hazard rates simultaneously.

Hazard Rates

One of the most common concepts in epidemiology is the concept of a rate. Of particular interest are rates denominated in units of time, specifically in units of population time at risk. “Time at risk” for an event like the onset of disease, or incidence, is simply the aggregate time spent without the disease experienced by a given population group. As soon as a member of the population gets the disease, he or she stops contributing “time at risk”. The incidence rate would be, therefore, the number of disease onsets divided by the total time at risk in the population. Incidence rates are conventionally denominated in units of years, i.e. the number of disease onsets in a year divided by the total time spent without the disease in the population during the year. However, incidence rates can vary within a year due to seasonal or other patterns. A good analogy is the velocity of a car. Although velocity can be constantly changing, in practice—as for incidence—we are often interested in the average velocity over a certain interval, i.e. between point A and B. At other times we might be more interested in the velocity at a point in time. The term instantaneous velocity can be used to distinguish this latter concept from average velocity. The same applies to rates: the rate at a point in time is termed the instantaneous rate. In mathematical models, it is often the instantaneous rate that is of primary interest, frequently called a “hazard rate”. Demographers tend to refer to instantaneous rates as “hazard rates” or as “forces”, e.g. the “force of mortality” is the mortality hazard. In epidemiology, the term “rate” is sometimes used to mean an instantaneous rate, or hazard, and sometimes an average rate. In PopMod, instantaneous rates are used, and they are referred to as hazard rates in the text.

It is important to note that interventions in WHO-CHOICE are evaluated assuming that they exist at full capacity for 10 years. Accordingly, the null must assume that current interventions cease to exist for 10 years. It should be remembered that even though an intervention might exist (or not exist for the null) for 10 years, the impact on population health can be felt over a much longer period of time and all these effects must be measured and included in the effectiveness estimate for the with- and without-intervention scenarios. PopMod allows the null, and the impact
of interventions, to be traced over the lifetime of the individuals currently alive, which has pragmatically been defined at 100 years (see Section 2). The null hazard rates should be estimated for this period as well.

In some instances, the null hazard rates may be easy to define. For example, in the case of cataract, the only possible interventions are surgical. Since there is no natural remission from cataract, the hypothetical absence of these interventions implies a zero remission rate. However, for most intervention clusters, deriving the null hazard rates is more complicated. A number of approaches can be used reflecting the absence of interventions, including the use of observed patient data, or using the method of back-adjusting. These are described in turn.

**Using observed patient data**

**Natural history models.** Natural history models describe the progression of a disease in the absence of treatment. In theory this approach refers directly to the null, and has much appeal. Natural history models can be based on data from various sources. Firstly, data may refer to deprived populations whose access to health services is limited. In the absence of interventions, observed hazard rates could be interpreted as natural hazard rates. Secondly, the natural history of disease can be mimicked by considering study groups whose disease indicators reflect the failure of care in a particular area. For example, the natural (or null) incidence rate of diabetes-related complications in diabetes patients can be assumed to be similar to that of diabetic patients with very inadequate blood sugar control.

**Trial data.** Another option is to use data collected in trials such as randomized controlled trials (RCTs). RCTs randomly assign subjects to different types of interventions (sometimes using placebo or the “do nothing” option) to study the comparative effectiveness (or efficacy) of interventions. The randomization enhances the comparability of the different study groups and provides a valid basis for inferring that the intervention actually caused any observed difference in outcome between the groups. These studies can be valuable for estimating null hazard rates if one of the interventions is the “do-nothing” scenario. The analyst needs to ensure that “do-nothing” actually refers to the absence of any intervention, and does not imply “usual care”. If the “do-nothing” option involved the administration of a placebo, analysts must in addition be aware of the fact that the placebo might effect the health outcome. Although a recent meta-analysis has shown that, in general, there is no evidence of a placebo effect, a positive moderate effect in placebo arms of studies with subjective outcomes like pain was detected (101). It might, therefore, be necessary for analysts to make adjustments to extract the placebo effect from trial data where there are subjective outcomes.

**Observational study data.** In some cohort studies, a defined population is followed over time to observe the rate of occurrence of a particular outcome and to assess if it is related to the presence or absence
of treatment. Hazard rates (such as incidence and mortality) observed in people not receiving treatment can be used as null hazard rates as long as those people do not receive any intervention that is related to the cluster of interrelated interventions.

**Back-adjusting**

Conceptually, the null hazard rates can also be assessed by eliminating the impact of interventions, i.e. by considering their coverage and effectiveness. This approach is labelled “back-adjusting” since the analyst derives the null hazard rates from knowledge of current epidemiology and the characteristics of current interventions. For a single intervention,

\[
\lambda_N = \text{null hazard rate (e.g. incidence of disease)}
\]

\[
\lambda_C = \text{current hazard rate}
\]

\[
c = \text{current coverage of intervention}
\]

\[
e = \text{current effectiveness of the intervention}.
\]

Where interventions interact, the multiplicative form of the interaction is often appropriate:

\[
\lambda_{N1} = \lambda_N \times \lambda_C \times c_1 \times e_1 \times c_2 \times e_2 \times \ldots \times c_n \times e_n
\]

where the subscripts on c and e represent the number of the intervention.

The approach requires information on the (i) mix of interventions currently provided (ii) their coverage rates and (iii) their effectiveness.

**General quality issues**

When using the above approaches, analysts need to be careful when extrapolating identified null hazard rates to contexts other than those under study. For example, there may be important genetic or environmental differences in the natural history of a disease that may differ across populations. With infectious diseases, the context of where the disease occurs can change transmission dynamics. Another problem is that the observed patient data used to determine the natural course of the disease without treatment might come from studies undertaken many years ago. Where the relevant health outcome is also dependent on non-health variables that change over time, such as educational status, these data should be extrapolated to the present with care. Similar arguments apply to the use of “back-adjusting”: analysts should ensure the generalizability of their estimates of effectiveness beyond the actual study context.

A critical issue in defining the null is the internal consistency of the various null hazard rates. Internal consistency is more likely when all relevant hazard rates stem from the same epidemiological data set (e.g. from a single well-designed longitudinal study), but may be problematic if the rates are obtained from different studies or if the single study has
measurement or design problems. For example, the rate of natural remission from one study may be higher than would be consistent with the prevalence of disease in another, and it is important that analysts check for consistency before using hazard rates taken from different sources. Software such as DisMod21 has been developed to ensure that rates used in the analysis are internally consistent.

In most analyses, age- and sex-specific hazard rates need to be used. However, available studies sometimes only provide a single hazard rate that is not disaggregated by age or sex because of the small sample size involved. Again, DisMod can be of use, since it incorporates a number of algorithms for translating a single population hazard into age- and sex-specific hazard rates.

4.2.3 Step 3: constructing a population model

What is a population model?

A population model describes the health experience of a population conditional on a number of health states (such as healthy, dead, ill) and events (or transitions between health states), such as incidence, remission and mortality, reflected in hazard rates. The model describes the healthy years of life lived (HYL) by the population over the lifetime of all the individuals that are initially alive, and future births, as a function of the hazard rates and the distribution of the starting population across the various health states. It can be used to trace the HYL under the null and intervention scenarios.

Figure 4.2 shows the population model developed by WHO, named PopMod. This model currently has five boxes representing different health states: full health; death; disease X; co-morbid condition C; disease X plus co-morbid condition C. The arrows reflect the transitions between states; \(r\) indicates a generic transition, \(f\) indicates case fatality and \(m\) indicates mortality. \(T\) represents the total population and \(B\) represents births. The model allows for different hazard rates to be used for the different age- and sex-specific cohorts. It is possible to add or subtract health states if necessary.22 The simplest form includes only three health states: those who are healthy (S); those who have the disease or condition of interest (X); and those who die (D) as a result of either disease X or background mortality. PopMod is not suitable for modelling transmission dynamics that can be important for diseases such as tuberculosis or HIV/AIDS. More information is provided in Lauer et al. (102) and in the users’ guide included with the PopMod software.
Determining the starting distribution in year 0

In any population model, the population of interest is first distributed into the defined disease states. This distribution will normally be based on the latest prevalence rates for the modelled diseases as reported, for example, in the burden of disease studies of WHO or other epidemiological studies. Such studies seldom report the prevalence of co-morbid conditions (XC) and the analyst might need to make assumptions about the distribution of co-morbidity.23

To estimate HYL for the null and intervention scenarios, a value needs to be attached to time lived in the disease states X, S, XC and C—the valuation is zero for D. The population in box S cannot be assumed to be in perfect health because they will suffer from a variety of non-fatal outcomes not associated with X or C. Accordingly, the average (or background) health state valuation of the population without the diseases or risk factors of interest (e.g. background morbidity) is appropriate. For individuals in boxes X, C, or XC, the health state valuation of the condition of interest also includes the background disability of all the other conditions (not associated with X or C) that they may have. This allows the health benefit of moving from X back to S to be calculated correctly as the benefit associated with the removal of X alone. Section 4.1.2 provides more information on health state valuations.
4.3 Estimating the Effectiveness of Interventions

Many methodological issues in the estimation of effectiveness of interventions, such as the use of systematic review studies or the application of models, have been described in detail elsewhere (18). Of special interest to GCEA is that the effectiveness of interventions should initially be compared to the null, i.e. the absence of those interventions. In that respect, the data sources for the estimation of effectiveness parameters are very much related to those suggested for use in defining the null.

Trial data must be treated carefully for three reasons. Often trials measure efficacy, or the effect of the intervention in ideal circumstances rather than the circumstances that would apply in practice. Secondly, the population groups included in trials often exclude the people who would benefit from the intervention in practice, such as the chronically ill, children and pregnant women. Thirdly, trials typically estimate the effectiveness (or efficacy) of interventions in comparison to current practice rather than in comparison to doing nothing.

However, useful information can be still obtained through adjusted indirect comparisons. If there are studies comparing interventions A to B directly, and there are also studies comparing A to doing nothing (or a placebo), it is possible to do a careful indirect comparison, with appropriate adjustments, to obtain some information on the effectiveness

---

Summary of necessary steps to measure population health impacts

The necessary steps to measure population effectiveness for a disease/health state or a cluster of diseases/health states are:

1. define the cluster of interrelated interventions.
2. define the epidemiological profile of the null
   a) define current epidemiological profile
   b) define null hazard rates.
3. construct a population model to calculate HYL
   a) define population of interest and allocate to the different states of health
   b) define intervention hazard rates
   c) define health state valuations for each of the boxes
   d) estimate HYL for the lifetime of individuals initially alive under the null and intervention scenarios.
of B compared to doing nothing. The validity of adjusted indirect comparisons will depend on the internal validity and the general similarity of the studies involved (103).

4.3.1 Obtaining data on effectiveness

Data Sources. The main sources of data ideally need to be obtained from a systematic review which, if done well, will ensure that there is a low probability of obtaining a biased estimate of the overall efficacy of an intervention. Through data pooling, a meta-analysis done as part of a systematic review can also increase the power to detect a difference in the efficacy of different interventions. Data pooling can also be used to explore questions of whether the effectiveness of interventions differ across different population groups (effect modification) by analysis of subgroups (104).

Summary measures of efficacy. The summary measure of efficacy can be risk differences or relative risk for outcomes which are expressed as proportions (case fatality or incidence proportions) or effect size for outcomes which are expressed as continuous variables, e.g. measures of disability or functioning.

A relative risk is a measure of how much more likely an outcome is among individuals in a group given an intervention compared to a group not given an intervention. A relative risk of one means that the intervention is not efficacious with respect to the outcome being measured (105).

An effect size is a standardized difference. It is the difference in means of the two groups being compared expressed in terms of standard deviation shifts or formulaically:

\[
\frac{(\text{mean of group 1} - \text{mean of group 2})}{\text{standard deviation}}.
\]

An effect size of 0 means there is no difference between the two groups whereas an effect size of 1 means that 88% of the control group would rank below the average person in the experimental group (assuming normal distributions) (106).

Summary of Recommendations

1. It is recommended that analysts express population effectiveness in terms of DALYs, although measures such as QALYs and HYL could also be used.
2. For interventions that alter life expectancy, years of life saved by an intervention should be estimated from a population model.
3. The counterfactual scenario for estimating population effectiveness is the null set, defined as the lifetime health experience of a defined population in a situation where all related interventions directed against a disease or condition are stopped. The null set can be estimated using natural history models, using trial data or by back-adjusting using coverage rates and effectiveness of currently implemented interventions.
4. Data on the efficacy of interventions ideally comes from systematic reviews of studies. Efficacy can be expressed as relative risks for rates and effects sizes for means. Efficacy should be adjusted to reflect population effectiveness, taking into account factors like coverage, quality of care, adherence and other local factors, all of which can modify efficacy.

5. The health state valuations derived in the GBD study can be used until regional estimates are available from WHO. Results should be presented with and without age-weighting as part of the sensitivity analysis (see Section 6).
Discounting is the process of converting future values—e.g. costs or health effects—to their present values to reflect the belief that, in general, society prefers to receive benefits sooner rather than later, and pay costs later rather than sooner. There is general agreement in the literature about the need to discount costs, and some agreement about the likely value or range of the appropriate discount rate. There is less agreement about the need to discount health effects and, if so, whether the appropriate discount rate should be identical to that used for costs (18;107–109).

5.1 Discounting costs

The logic for discounting costs is that the value of a unit of consumption to individuals and society decreases over time, for three possible reasons. First, individuals take into account the fact that they might not be alive to benefit from future consumption, and society takes into account the possibility of catastrophe—the possibility that any or all interventions might at some point in the future become valueless due to the technology becoming obsolete, climate change or social chaos, for example (110). Second, people and society might simply prefer consumption now to consumption in the future—called the pure rate of time preference or, sometimes, myopia. Third, if it is expected that incomes will increase, the marginal welfare gain from an additional unit of consumption will be lower in the future, when people are richer, meaning that any given increase in consumption is more valuable now than in the future. Accordingly it is standard practice to discount future costs to their present values to allow for differences in the value of one extra unit of consumption over time.

The mechanics are straightforward. The discrete time formula\(^4\) for estimating the present value of any stream of costs is:
\[
\text{Cost}_{\text{present value}} = \sum_{t=0}^{T} \frac{\text{Cost}}{(1+r)^t}
\]

Equation (5.1)

where \( r \) is the discount rate and \( t \) is the time period when the cost occurs. The appropriate rate of discount \( r \) is more controversial (18). It has been argued that the societal discount rate should be derived from the market, in which individuals equate their willingness to trade off future consumption for present consumption with the interest rate. The interest rate reflects their ability to trade off future for present consumption by borrowing or lending. This is not convincing for a variety of reasons. For example, market imperfections such as taxes mean that the rate of return available on investment (the pre-tax interest rate) is higher than the rate of return obtained by any individual investor, so exceeds the rate of time preference expressed by each investor. Even if the average rate of time preference of individuals could be estimated from their market behaviour, some individuals with high rates of time preference may not have been able to borrow to the extent that they would have liked (110). Their actual borrowing behaviour would be less than optimal from their perspective so their behaviour in the market place does not reflect their rates of time preference. In addition, Sen (111) has argued that individual discount rates do not take into account the interests of future generations whereas people making decisions on behalf of society should.

Following Sen (111), we argue that it is not appropriate to aggregate individual discount rates in choosing the appropriate social discount rate for costs, even if people are asked about their discount rates for social, rather than private, decisions (112). The appropriate social discount rate takes into account the possibility of catastrophe outlined above, pure time preference and the rate at which the value of a unit of consumption might decline over time. A number of guidelines have recommended 3% (17;18), while a recent review by the UK Department of Health has argued that it is around 3.5% (110). We suggest using 3% as the base case for costs and testing the sensitivity of the results to a rate of 6%.

5.2 Discounting health effects

It is standard practice in most cost-effectiveness studies to discount future health benefits at the same rate as costs, a rate between 3% and 5% per year (18;113). Despite this, the practice is widely debated (108;114;115). Some individuals certainly discount their future health, although not necessarily in a way that is consistent with the constant geometrical discounting assumed in Equation 5.1 (116). There is, however, considerable variation across individuals, with some expressing a negative discount rate while some discount their own future health at very high rates (117). It has also been shown that individuals might trade
off future health gains for social decision-making at a lower rate than they use for their own private decision-making, and recent work suggests that the average rate at which people discount health effects might be higher than that for costs (112). However, the concept of aggregating only the preferences of people currently alive when their decisions affect the health of future generations does not seem appropriate or morally acceptable (118), nor would we expect current generations to give adequate weight to the welfare of future generations along the lines argued by Sen (111).

For these reasons, it is important to define a social rate of discount in the same way that the social rate of discount for costs was defined. A number of authors have shown that there are good theoretical reasons why the social rate of discount for health effects should be lower than the rate for costs (108;114;118). Gravelle and Smith (108), for example, argue that the discount rate for health effects should be the discount rate for costs minus the rate at which the value of future health effects in terms of future income increases over time. This rate of change, they believe, will be positive in most settings, for example because the marginal utility of consumption falls with increases in income while the marginal utility of health does not. Acharya and Murray go further by arguing that there is no reason why society would choose to discount future health benefits at all (118).

Earlier, Murray and Acharya (119) had concluded that the strongest argument for some positive rate of discount for health is the disease eradication/research paradox: assuming that investment in research or disease eradication has a non-zero chance of succeeding, then without discounting, all current expenditure should be shifted to such investment because the future stream of benefits is infinite. They noted, however, that the choice of a discount rate for health benefits, even if technically desirable, may result in morally unacceptable allocations between generations.

Two practical arguments have commonly been made to support the use of the same discount rate for costs and effects. The time paradox of Keeler and Cretin (120) claimed that if a lower rate of discount is used for health effects, postponing a project for one year would lead to an increase in the present value of the CER. The same health effects would accrue, and the same costs. Both would be discounted, but costs would be discounted at a higher rate than the health effects—the present value of the CER would be higher than for the same project undertaken a year earlier. Because of this, they argued that, discounting using lower rates for health effects than for costs would lead decision-makers to delay all health spending indefinitely. The time paradox has now been shown to be irrelevant to the choice of discount rate for a variety of reasons, including the fact that it assumes an infinite time horizon and it assumes that the opportunities for translating expenditure into health do not vary over time (114;121). This is clearly untrue—for example, in many
circumstances it would be more expensive to gain each unit of health next year if opportunities to improve health this year are missed—e.g. epidemic control and preventive interventions.

The second justification is the consistency argument of Weinstein and Stason (57). They argued that the opportunity of individuals or society to transform income into health is constant over time, which requires the CER of interventions to remain constant over time. This will only happen if costs and effects are discounted at the same rate. Again, the assumption that the ability to transfer income into health is constant is not likely to be true, and van Hout has shown that even if it is true, it does not require that the same discount rate should be used (114).

The Washington panel seemed to accept that the discount rate for health should be lower than that for costs if the value of health in terms of income increases over time (18). However, they argued that because CEA had not yet incorporated dynamic wealth effects into the analysis, it was premature to depart from the standard use of the same discount rate for costs and effects. This poses a problem for any analyst. They are correct that most current practice is to use the same rate—only the UK Department of Health has departed from this by recommending that costs be discounted at 6% and health effects at 1.5%.25

Accordingly, the standard approach has been used in the base case for WHO-CHOICE, with both costs and health effects discounted at 3%. In the sensitivity analysis (see Section 6) we recommend testing the sensitivity of the results to the use of a 0% discount rate for health effects and a rate of 6% for costs.

**Constant rate discounting**

Recently it has been argued increasingly that the social discount rate decreases over time. A number of possible reasons have been offered. The first is that individuals express preferences for lives saved that are more consistent with hyperbolic than constant exponential discounting (122). Second, the appropriate discount rate for consumption from economic theory is a function of the pure rate of time preference plus the product of the value of a marginal increase in consumption multiplied by the rate of change of consumption. If the rate of change of consumption is expected to fall over time, so will the discount rate (123). Third, Newell and Pizer (124) have argued that when the future path of interest rates is uncertain, but correlated over time, the distant future would be discounted at lower rates than suggested by the current rate. Finally, Reinschmidt (125) showed that if the social discount rate is derived from the aggregation of individual discount rates, and if there is a
distribution of discount rates across the population, the social discount rate will be smaller than the average of the individual rates and will decline over time. This holds even if individuals use a constant rate of discounting.

As yet, declining rates of discount have not been used in CEA. They present a problem for decision-makers because the relative attractiveness of a set of interventions could change over time purely because of the time the analysis is undertaken rather than because of any change in the costs or effects of the intervention (18). This raises a number of problems for CEA which are yet to be resolved. Accordingly, we follow the standard practice of using a constant rate.

**Summary of Recommendations**

1. Costs and effects should be discounted at 3% in the base-case analysis.
2. In the sensitivity analysis (see Section 6) we recommend testing the sensitivity of the results to a 0% discount rate for health effects and a 6% discount rate for costs.
6 Uncertainty in cost-effectiveness analysis

6.1 Introduction

All estimates of costs and effects are subject to uncertainty and the sources can be categorized in a number of ways (18;126;127). Here we focus on three types—parameter uncertainty, model uncertainty and generalizability uncertainty. The question of how policy-makers can make decisions in the face of these uncertainties is also considered.

Parameter uncertainty arises for two reasons. The first is due to sample variation around estimates of variables used to calculate a CER, such as unit costs, adherence rates, and the efficacy of an intervention. The second is because there is no agreement about value judgements required for the CEA analysis—the choice of the appropriate discount rate is an example (18;128).

Model uncertainty relates to uncertainty around the appropriate functional form of a model used to estimate a particular parameter and the explanatory variables that should be included. For GCEA this is most relevant when considering the joint effect of interventions on health. Trial data are often available for the effectiveness or efficacy of interventions undertaken singly, but rarely for the joint impact of two or more interventions undertaken together. In this case, the joint impact needs to be modelled—most commonly assuming a multiplicative relationship between the effectiveness of the individual interventions—but it is not certain that this is “truth” (18).

The third type of uncertainty relates to the need to extrapolate the results of studies. For example, clinical trials of a pharmaceutical product might have been undertaken in a low-risk patient group but policy-makers need to know the cost-effectiveness of the product as it would be used in the general population. Or costs might have been collected sometime in the past, and it is necessary to extrapolate them to the present time period for the CEA.
Methods of addressing these types of uncertainty are considered in turn. The section ends by describing how policy-makers can interpret results where there are multiple, sometimes overlapping, cost-effectiveness uncertainty intervals. This type of question has only recently been addressed in the literature (129;130).

6.2 Sensitivity analysis

Sensitivity analysis shows the impact on the CER of varying different parameters. With “one-way” analysis, each uncertain component of the evaluation is varied individually, while the others retain their base-case specifications, in order to establish the separate effect of each component on the results. A “multi-way” sensitivity analysis involves varying two or more inputs at the same time, and studying the effect on outcomes (131). The analyst could choose to recalculate the CER for a range of plausible values, and if there is some value of the parameter at which the intervention would no longer be considered cost-effective, this threshold value could be identified. The important policy question then is how likely is it that the threshold value of the parameter will occur—i.e. how likely is it that the intervention would not be cost-effective. An alternative is to use “analysis of extremes”, in which only the extremes of the range of plausible values are included in a sensitivity analysis, to see if the policy implications would change. If the intervention would be considered to be cost-effective even at the extremes, the analysis is said to be robust to changes in key assumptions.

Sensitivity analysis could be undertaken for any parameter used to construct the CER. However, we suggest that it is better to use probabilistic uncertainty analysis to explore the impact of variability in parameters which can be measured and for which there is an underlying probability distribution (127). Sensitivity analysis is more relevant for variables that cannot be measured and for which there is no probability distribution. For CEA, this applies to the two key social choice variables—the discount rate and age weights. There is no probability distribution for either parameter. The analyst either believes that age-weighting is important or that it is not. The analyst believes that the discount rate for health effects should be zero or that it should be some positive number. The base case for WHO-CHOICE includes age-weighting and a 3% discount rate for both costs and health effects. For sensitivity analysis, the recommendation is to use analysis of extremes for these parameters. This involves recalculating all CERs in the absence of age-weighting and to explore the sensitivity of the results to a zero discount rate for health effects.

6.3 Probabilistic uncertainty analysis

Uncertainty around the distribution of parameters such as unit costs, population effectiveness, or initial incidence of disease has traditionally
been dealt with by sensitivity analysis, but recently there has been an interest in applying statistical methods to quantify the effect of these sources of uncertainty. The impact of uncertainty surrounding one parameter or around multiple parameters can be explored. For a decision-maker, the most important piece of information is whether the results are robust to all possible sources of uncertainty at the same time, so the statistical approaches generally consider multiple sources of uncertainty simultaneously. However, it is often useful for the analyst to report uncertainty around key parameters individually as a way of helping policy-makers understand the sources of the overall uncertainty.

The main application of this approach has been to use probabilistic uncertainty analysis employing the method of bootstrapping. For “one-way” uncertainty analysis, repeated draws are drawn from the distribution around each key variable to determine the probability distribution of the cost-effectiveness ratio. The number of draws should be sufficiently large to allow the estimated CER to stabilize, usually a minimum of 1000. From this, 90% uncertainty intervals around the CER can be generated using the simple percentile method, which involves omitting the lower and upper 5% of estimates (132).27

For “multi-way” uncertainty analysis one draw is taken from the uncertainty range around each parameter simultaneously. The CER is then estimated. This procedure is repeated a minimum of 1000 times, and the 90% confidence interval calculated for the CER taking into account the variation around all parameters simultaneously.

Bootstrapping can be applied to sampled or non-sampled data. With sampled data, non-parametric bootstrapping is preferable—repeated draws can be taken from the sampled data with no need to specify a particular distribution (132). Where sampled data are not available, the analyst needs to specify the upper and lower limits for each parameter to be used in the draws, and the type of distribution that is likely to characterize the parameter. Analysis can be undertaken using a variety of standard statistical programs—the analysis for WHO-CHOICE is based on @RISK 4.0 (Palisade Decision Tools).

To illustrate the procedure, consider the hypothetical example introduced in Section 2 related to four interventions for tuberculosis: passive case detection and treatment with directly observed therapy, short course (DOTS) (a); BCG vaccination at 50% coverage (b1); BCG vaccination at 75% coverage (b2); BCG vaccination at 100% coverage (b3). This set of interrelated interventions should be evaluated together. This means estimating their cost-effectiveness when they are undertaken individually or in combination. Each of the interactions is defined as a separate intervention: DOTS combined with the different levels of BCG coverage, i.e. ab1, ab2, and ab3 in turn.

Costs and benefits interact: the variable cost component of DOTS decreases when vaccination is given and fewer cases of tuberculosis occur.
The health benefits of BCG vaccination will be less in the presence of a treatment programme because many of the deaths from tuberculosis expected in the absence of treatment will be avoided. Total costs and effects of the interventions at the population level were presented in Section 2.2 and are reproduced in Table 6.1.

Table 6.1 Hypothetical costs and health benefits of TB interventions

<table>
<thead>
<tr>
<th>Intervention</th>
<th>Costs</th>
<th>Benefits</th>
<th>Mean CER</th>
<th>90% Uncertainty Interval (low)</th>
<th>90% Uncertainty Interval (high)</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>550 000</td>
<td>500</td>
<td>1 100</td>
<td>877</td>
<td>1 360</td>
</tr>
<tr>
<td>b1</td>
<td>180 000</td>
<td>200</td>
<td>900</td>
<td>451</td>
<td>1 730</td>
</tr>
<tr>
<td>b2</td>
<td>325 000</td>
<td>300</td>
<td>1 083</td>
<td>734</td>
<td>1 581</td>
</tr>
<tr>
<td>b3</td>
<td>600 000</td>
<td>400</td>
<td>1 500</td>
<td>1 194</td>
<td>1 954</td>
</tr>
<tr>
<td>ab1</td>
<td>631 000</td>
<td>600</td>
<td>1 052</td>
<td>878</td>
<td>1 251</td>
</tr>
<tr>
<td>ab2</td>
<td>726 500</td>
<td>650</td>
<td>1 118</td>
<td>942</td>
<td>1 338</td>
</tr>
<tr>
<td>ab3</td>
<td>952 000</td>
<td>700</td>
<td>1 360</td>
<td>1 171</td>
<td>1 572</td>
</tr>
</tbody>
</table>

In Section 2.2 it was shown that the expansion path based on the point estimates of the CER involved introducing interventions in the following order, depending on resource availability and assuming that costs and effects were measured with certainty: BCG at 50% coverage (b1), BCG at 50% coverage combined with passive detection and treatment (ab1), BCG at 75% coverage combined with detection and treatment (ab2) and BCG at 100% coverage with detection and treatment (ab3). Table 6.1 shows the results of assuming that costs and effects are no longer measured with certainty. Costs are assumed to be log-normally distributed with a standard deviation of 50; effects are assumed to be normally distributed with a standard deviation of 50. The covariance between costs and effects is assumed to be zero. All three assumptions can be varied as necessary.

A correlation between the costs of the different interventions, and between their effects, was assumed. For example, if the price of the BCG vaccine is a source of uncertainty and could take a value between $0.50 and $2.50 per dose, it does not make sense to allow the iterations to choose $0.50 per dose for coverage at 75% and $2.50 per dose for coverage at 50. If the cost happens to be higher than expected, it would be higher regardless of which intervention the policy-maker chose. The same price, therefore, should be used in each iteration for all interventions using the BCG vaccine. The same is true for effects where the same level of individual effectiveness for the BCG vaccine must be used in any given iteration for all interventions using the vaccine.
To account for these interactions in our current example, we arbitrarily assume a correlation coefficient of 0.9 for the uncertainty in costs between different coverage levels of the same intervention (e.g. between b1 and b2), and a correlation coefficient of 0.6 between individual interventions and combinations of interventions (e.g. between b1 and ab1). The same correlations were also used for population effectiveness. More complicated assumptions could be built-in depending on the nature of the likely correlations.30

Table 6.1 also shows the 90% uncertainty intervals around the point estimate of the CERs for the seven interventions. Although b1 has the lowest mean CER, its uncertainty interval overlaps with that for a and ab1. The usual interpretation is that it is not possible to be 100% sure that b1 would be the first choice, although at low levels of resource availability (e.g. at a total cost of $180 000), b1 is the only choice because the other options are not affordable.

To generate uncertainty for the full expansion path, the incremental CER of all interventions compared with the best option could then be calculated with their uncertainty intervals. The steps are:

1. Take one draw of costs (C) and effects (E) from the distributions of costs and effects from b1: C_{b1} and E_{b1}, and one draw of cost and effects from the distribution of costs and effects of b2: C_{b2} and E_{b2} allowing for the correlations described earlier.
2. Estimate the incremental CER for that draw as $C_{b2} - C_{b1}$ divided by $E_{b2} - E_{b1}$.
3. Repeat this process a large number of times (minimum 1000) to obtain a vector of estimates which is the empirical sampling distribution of the incremental CER statistic.
4. Repeat steps 1–3 for all interventions that could be added after b1—in this case only ab1 in addition to b2.
5. Repeat these steps for each addition to the expansion path.

Table 6.2 shows the results assuming that b1 is initially chosen. Although the point estimate of the incremental cost-effectiveness ratio (ICER) of moving from b1 to b2 is higher than that of moving to ab1, the uncertainty intervals overlap. Again, the usual interpretation is that it is not possible to be 100% sure that it is best to move from b1 to ab1 rather than to b2.

Table 6.2  Incremental Cost Effectiveness Ratios (ICER) of TB interventions

<table>
<thead>
<tr>
<th>Intervention</th>
<th>Mean ICER</th>
<th>90% Uncertainty Interval (low)</th>
<th>90% Uncertainty Interval (high)</th>
</tr>
</thead>
<tbody>
<tr>
<td>b1→b2</td>
<td>1 450</td>
<td>914</td>
<td>2 273</td>
</tr>
<tr>
<td>b1→ab1</td>
<td>1 128</td>
<td>886</td>
<td>1 439</td>
</tr>
</tbody>
</table>
The problem with Tables 6.1 and 6.2 is that they are difficult to interpret when there are correlations in both costs and effects between the interventions, as previously discussed. For example, the ICER of moving from b1–b2 of Table 6.2 is correlated with the incremental CER of moving from b1–ab1, because if a high cost of the vaccine is drawn from the distribution of vaccine costs for b1 it would also be drawn for ab1 and for b2. Therefore, the decision whether to move from b1 to ab1 or to b2 cannot be determined by inspecting the uncertainty intervals around the ICER alone (or the CER in Table 6.1), as they do not reveal how the costs and effects of b1–b2 and b1–ab1 interact.31 The appropriate way to do this is to inspect the paired simulation data to determine how often the ICER of b1–ab1 is lower than the ICER of b1–b2. This is one of the foundations of the stochastic league table approach described below.32

To this point the discussion has dealt with parameter uncertainty. Model uncertainty is more difficult to incorporate into CEA in a formal manner and we do not explore this further (18). Generalizability uncertainty can be incorporated in the same way as parameter uncertainty using probabilistic uncertainty analysis. The analyst must simply decide on the likely upper and lower limits of key parameters in the group or time period to which the results will be extrapolated—for example, the upper and lower limits of efficacy for a pharmaceutical product in the general population rather than in the low risk population in which a clinical trial was undertaken.

**Reporting uncertainty results**

To improve the usefulness of sensitivity and uncertainty analysis to decision-makers and analysts, an explanation should be provided for each parameter that has been varied. This should include the upper and lower limits used for probabilistic uncertainty analysis, the source(s) and the nature of the assumed distribution. Furthermore, providing a summary of the impact on the CER of uncertainty in each key variable separately is useful to understanding the source of overall uncertainty. This can be investigated formally using regression or correlation analysis of the simulation data, a feature contained in @Risk 4.0 (Palisade Decision Tools). The value of this is that it informs the analyst which uncertainty variable impacts most on the CER, and can guide researchers as to what future prospective research is the most beneficial in terms of reducing uncertainty in the CER. For example, in an analysis of a screening programme for hepatitis B surface antigen, the authors reported partial derivatives which showed the impact on cost-effectiveness of a small change in each parameter separately (127;133).
6.4 Policy-making under uncertainty

Traditionally, the CERs reported in Tables 6.1 and 6.2, minus their uncertainty intervals, would be placed in a single league table to inform decision-makers about the relative value of a set of interventions. Rank ordering in the league table approach would be made on the basis of point estimates of the CER or ICER. Increasingly, however, uncertainty intervals are also being reported. Where uncertainty intervals overlap, as in the TB example, it is not clear how decision-makers should interpret the results. This problem is common. A recent example was reported by Goodman et al., who argued that because the uncertainty intervals for their estimates of the cost-effectiveness of interventions against malaria overlapped, they could not decide which ones should be given preference in the event of a shortage of resources (134).

We believe that additional information is contained in the data used to produce the uncertainty intervals, information that could be used to guide policy-makers more than simply saying that it is not possible to be sure which intervention is preferable. WHO recommends the use of stochastic league tables and has developed a tool for this purpose known as MCLeague. The approach shows the likelihood that a single intervention, or a particular mix of interventions, maximizes health gain (i.e. the optimal mix) at any given budget level given the uncertainty surrounding all competing interventions.

The construction of stochastic league tables requires four steps described in more detail elsewhere (135). In the first, CERs are calculated for the respective programs by drawing single samples from distributions of both costs and effects, using Monte Carlo simulations. Distribution of costs and effects can be based on sampled or non-sampled data, and should take into account co-variance between costs and effect distributions. Second, the optimal mix of interventions is defined based on this information, applying the resource allocation decision rules described in Section 1. Third, this exercise is repeated a large number of times (>1000) to obtain a distribution of the number of times each intervention would be chosen for a certain budget. This provides information on the likelihood that each intervention would be included in the optimal mix. Fourth, this procedure is repeated for various budget levels. This provides a “stochastic budget expansion path” which shows the probability that any interventions would be chosen at the different budget levels.

Table 6.3 summarizes the results as probabilities (in percentages) that a particular intervention or combination of interventions in the hypothetical tuberculosis example would be chosen at different levels of resource availability. The same assumptions outlined above were used.

Firstly, consider the case where a new programme is established and low levels of resource are available e.g. $200,000. At this budget level, intervention b1 is chosen but in only 64% of all cases. No other option
appears in the table, implying that in 36% of the iterations, the costs of b1 would exceed the budget limit, and all the other interventions are always too costly. It is important for policy-makers to know that although b1 is the most cost-effective option where resources are scarce, there is some chance (e.g. 36%) that the costs of intervention b1 could exceed the available resources.

Table 6.3  Stochastic league table, with probabilities of inclusion of interventions (%) for different resource availability

<table>
<thead>
<tr>
<th></th>
<th>100</th>
<th>200</th>
<th>300</th>
<th>400</th>
<th>500</th>
<th>600</th>
<th>700</th>
<th>800</th>
<th>900</th>
<th>1000</th>
<th>1100</th>
<th>1200</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>16</td>
<td>58</td>
<td>9</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>b1</td>
<td>5</td>
<td>64</td>
<td>69</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>b2</td>
<td>0</td>
<td>0</td>
<td>31</td>
<td>95</td>
<td>83</td>
<td>7</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>b3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>9</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>ab1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>26</td>
<td>62</td>
<td>8</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>ab2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>29</td>
<td>91</td>
<td>84</td>
<td>16</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>ab3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>15</td>
<td>84</td>
<td>99</td>
<td>99</td>
</tr>
</tbody>
</table>

*Bold numbers are the chosen options based on the league table without uncertainty.

Secondly, consider the case where a new programme is established and the resources available amount to $600 000. In this case, the decision is different—in the majority of cases (56% of the time), the decision-maker begins by purchasing intervention a (DOTS). The reason why DOTS is chosen in the majority of cases is due to a complex interplay between the cost-effectiveness ratio, absolute health gain and affordability (absolute costs). For example, combined DOTS/BCG (ab1) may be more cost-effective than DOTS (a), but budget constraints may not allow the decision-maker to purchase this intervention. On the other hand, while b1 may be more cost-effective than a, option a produces a greater absolute health gain and in most cases is affordable at a budget level of $600 000. This demonstrates how stochastic league tables take into account the interactions between efficiency, health gain and affordability.

The expansion path showing which interventions are added after the first intervention is purchased depends on both the magnitude of the additional budget that becomes available as well as which intervention or combination is already funded. In the first example where b1 is purchased before other interventions, if the budget was to increase to $700 000 it is most likely (62%) that the expansion path requires adding
option a to b1, i.e. moving to ab1. From this point, the expansion path is clear—expand coverage of BCG to ab2 at a budget level of $800 000, and then to ab3 at a budget level of $900 000. This is the same expansion path derived (Section 2.2) for the case where uncertainty was not considered.

Consider the alternative scenario where the budget was to increase to a level of $600 000 only. Table 6.3 shows that the optimal mix is likely to be DOTS (a at 58%). In this scenario, however, the decision-maker has already purchased BCG (b1), and funds would need to be cut from BCG in order to fund DOTS—in order to move from b1-a33. This is not likely to be feasible given the penalties often associated with shifting resources from an existing intervention to a new intervention34. A more likely scenario is that the decision-maker would wait or lobby for more funding until the higher budget of $700 000 is reached where it is more certain that ab1 will be chosen. Alternatively, the decision-maker may choose to fund ab1 anyway, given that there is a 26% chance that ab1 will be in the optimal mix at a budget level of $600 000, or assume that further funds will be available in the near future.

These examples demonstrate that it would not have been possible to identify the appropriate path by considering only the CERs and the uncertainty intervals of Tables 6.1 and 6.2. Stochastic league tables, therefore, present decision-makers with the probability that an intervention will be included in the optimal mix at a given level of resource availability and are more informative than the traditional approach that implies that no decision can be made when uncertainty intervals overlap.

6.5 Conclusion

Various methods can be used to show the impact of uncertainty on estimates of cost-effectiveness. Sensitivity analysis is useful to indicate uncertainty related to value judgements, while the bootstrapping approach can be applied to capture uncertainty related to the distribution of parameter estimates.

Simply reporting the uncertainty range around each estimated CER ignores the fact that there can be correlations between the costs, or benefits, of different interventions, and between the costs and benefits of the same intervention. It also avoids the question of how policymakers should interpret the results where uncertainty intervals overlap and how decisions may be affected by budget constraints. The stochastic league table is a new way of presenting this information in a way that is intuitively obvious to decision-makers. It provides additional information beyond that offered by the traditional treatment of uncertainty, presenting the probability that each intervention should be included in the optimal mix for given levels of resource availability.
SUMMARY OF RECOMMENDATIONS

1. Uncertainty related to variables that carry value judgements should be subjected to one-way, and sometimes multi-way, sensitivity analysis. The base case analysis for WHO-CHOICE involves using a 3% discount rate for both costs and health effects, with age-weighting. We recommend examining the sensitivity of the results to the use of a 0% discount rate for health effects, 6% for costs, and with no age-weighting.

2. Uncertainty related to parameter estimates should be quantified through probabilistic uncertainty analysis using bootstrapping.

3. Stochastic league tables should be used to provide additional information to policy-makers about how to interpret results in the face of uncertainty.
The results of GCEA can be used to guide policy in a number of ways. This section provides an overview of these options with reference to WHO-CHOICE, the database on costs and effects of interventions that WHO has established using GCEA. However, the policy uses are also relevant to other types of CEA.

7.1 Global dissemination of new interventions

Some new technologies and approaches to improving health are rapidly disseminated and adopted. Others take a longer time to be accepted. The former group includes technologies that improve the health of people who can afford to purchase them or who have the ability to demand the service in other ways. The latter group includes interventions aimed largely at poor people. GCEA can identify interventions that are potentially very good buys but which are not currently used, either because they are new or because they have not been widely adopted.

Once an intervention has been identified as cost-effective, it can be promoted at an international and national level, shortening the lag time between development and adoption of the technology. For example, the analysis on micronutrient supplementation and fortification undertaken by WHO-CHOICE showed that these interventions were cost-effective in all regions (see www.who.int/evidence/cea). But while vitamin A supplementation has been promoted actively by international agencies and some governments, zinc supplementation has lagged behind and many countries are still not providing this intervention. Reduction of the salt content in processed foods has been shown to be an efficient way of reducing the risk of cardiovascular events, but governments have only recently begun to think about how to encourage this type of action. Information from CEA can help to ensure that new or under-
used interventions are used more rapidly. The corollary is that it can also help to discourage the use of inefficient technologies that are widely used.

## 7.2 National Priority Setting

### 7.2.1 Priority setting at the programme level

GCEA is particularly suited to identifying a set of the most cost-effective interventions that can be used by decision-makers to improve the performance of their health systems. Unlike earlier work on sectoral CEA, WHO-CHOICE has evaluated sets of interventions at different coverage levels and in different combinations. This accounts for non-linearities in cost-functions and for any interactions in the impact of interventions being undertaken simultaneously. Groups of interventions that are interrelated are evaluated together in a cluster, as discussed in Section 2.

The first use is to set priorities within any set of interrelated interventions. This was illustrated in Section 2.2 where a hypothetical example from TB was used to illustrate how an expansion path can be calculated for the set of interrelated interventions and the most appropriate mix chosen for any given level of resources. An example relating to the prevention of cardiovascular disease through reducing blood pressure and cholesterol levels is found in Part Two of this volume, reproducing work originally reported in *The Lancet* (136). There it is shown that secondary prevention based on the identification and treatment of elevated blood pressure alone, or of elevated levels of cholesterol alone, are not on the expansion path in any subregion. They are less cost-effective than interventions which first identify the overall risk individuals have of suffering a cardiovascular event in the next 10 years, then identified individuals at risk with the combination of a cholesterol lowering agent, a blood pressure-reducing agent and aspirin.

CEA within a group of interrelated interventions is a powerful tool even where there is uncertainty. Often it is very clear that one intervention is both less costly and more effective than another option, for all combinations of assumptions. The analysis can also show which interventions are very costly ways to improve health within any set.

The use of this type of information in identifying potential improvements in the efficiency of the health system is demonstrated in Figure 7.1, which illustrates the maximum gain in health that could be derived if the most efficient set of interventions were chosen to improve child health for any given level of resource use. The “frontier” that is depicted has been developed from an analysis of interventions
versus childhood pneumonia and diarrhoea, and zinc and vitamin A deficiency in one epidemiological subregion of Africa characterized by high adult and high child mortality (called AFRO-D—for a description of WHO-CHOICE and the definition of epidemiological subregions, see Annexes A and G respectively). The gain in healthy life expectancy (HALE) is given on the y-axis (obtained by transforming the DALYs averted by the interventions to HALE gain) and resource use or costs on the x-axis.\textsuperscript{35}

**Figure 7.1** Maximum possible health gains from selected child health interventions, AFRO-D

![Production possibility frontier](image)

\textsuperscript{a} International dollars.
1 Vitamin A fortification (VS), zinc fortification (ZF) and case management for pneumonia (CM) at 80%.
2 VF, ZF and CM 95%.
3 VS, ZS and CM 95%.
4 VS, ZS and oral rehydration therapy (ORT) at 80%.
5 VS, ZS, ORT and CM 95%.
6 VS, ZS, provision of targeted supplementary feeding, ORT and CM 95%.

The costs of the current set of interventions used in AFRO-D and the associated gains in HALE were then estimated, represented by point X. This implies that it would be possible for countries in AFRO-D to reallocate the resources currently devoted to interventions focusing on children under the age of five years in a way that would achieve more health than is currently the case. This can be done, for example, by increasing the provision of micronutrients, particularly zinc but also vitamin A, either through fortification or supplementation.

**7.2.2 Priority setting at the sectoral level**

The potential improvement of efficiency is even greater if a sectoral approach is taken and all interventions are considered together. Figure
7.2 represents the efficiency of a health system in the production of overall health. The x-axis denotes the inputs used to achieve health improvements. The y-axis represents the level of health. Line L represents the minimum health level that would be observed in the absence of a health system or the absence of any health expenditure—it is not zero because people would still be alive even if the health system did not exist. Line M represents the maximum level of health that could be achieved for any given level of resources, or the production frontier for the system as a whole, as opposed to the case of Figure 7.1 which represented only the frontier for interventions focusing on child health. It reflects the fact that increasing expenditure is associated with increasing health.

**Figure 7.2  Health system efficiency and cost-effectiveness**

Country A is observed to provide a set of interventions resulting in the costs and health level of point e. Efficiency is usually defined as the level of actual goal attainment divided by the maximum that would have been possible for the resources available. In this case, because some level of health would exist even if no resources were spent (e.g. line L), it is defined as the health gain achieved above the minimum possible (L), divided by the maximum health gain that would have been possible for those inputs (also above the minimum). Efficiency at e is the distance from line L to e in a vertical direction, divided by the distance from L to M at that point. Efficiency at g is Lg divided by LM. Assuming all other variables contributing to health are held constant, countries below line M are producing less health than is possible for their given level of resources.

Inefficiencies in the production of health may derive from two sources: problems with technical efficiency—how an intervention is delivered—and problems with allocative inefficiency—which set of interventions is
provided. If a spontaneous vaginal delivery at a health facility utilizes seven days of in-patient stay, but the same health outcomes could have been obtained with an in-patient stay of 48 hours or less, or even a home birth, there is technical inefficiency. A given health gain is obtained at a higher than necessary cost. If several magnetic resonance imaging devices have been purchased and placed in health facilities within walking distance of each other, resulting in under-utilization of those devices, there is again technical inefficiency. The same benefits of MRI technology could have been obtained through selective placement of the machines in referral facilities, at lower cost.

Allocative efficiency traditionally is used to describe the optimal mix of inputs (such as capital, labour and supplies) to a production process, given their respective prices. As interventions are inputs to the production of health, allocative efficiency requires choosing the most cost-effective mix of interventions for any set of resource constraints. Country A operating initially at point e could improve health by spending more—moving to g, for example. The alternative would be to change the mix of interventions it is providing. It could have reallocated existing resources from cost-ineffective to cost-effective interventions, gaining more health for the same resources, e.g. moving to point f. If it has additional resources to invest, by choosing a more cost-effective mix of interventions and spending more, it could move from point e to h.

This illustrates how GCEA can help decision-makers to assess and potentially improve the performance of their health systems in terms of one goal, the level of health. It indicates which sets of interventions provide the highest “value for money” and helps policy-makers choose the interventions and programmes which maximize health for the available resources. In principle, GCEA could also be used to define the overall frontier M for the entire health sector. This would require information on the entire set of intervention options but, at least in theory, it is a way of assessing the efficiency of the overall system—similar to the situation depicted in Figure 7.1 but for the entire sector.

7.3 Reimbursement and Financing Decisions

Related to the uses described above, GCEA can also be used to guide or re-examine financing decisions. It can help inform decisions on whether to fully reimburse, subsidize, or refuse to cover the costs of providing a service. It could be used to decide the extent or frequency of coverage—for example, for screening programmes. This provides valuable information for a health insurance scheme covering all types of health interventions, or a component of the health system such as a hospital. On the grounds of efficiency, it can be argued that there should be no attempt to provide cost-ineffective interventions. This type of use of CEA is becoming increasingly common—for example, the Pharmaceutical Benefits Advisory Committee in Australia takes cost-effectiveness into
account when making decisions on which new drugs will be publicly reimbursed. The National Institute for Clinical Excellence in the United Kingdom has also used cost-effectiveness information in providing guidance for the use of new drugs in the National Health Service.

7.4 Research and Development Priorities

WHO-CHOICE has analysed approximately 200 interventions at a subregional level. An immediate research need is to expand the number of interventions in the database and to contextualize the results to as many countries as possible. Analysts in countries can contribute to both activities by contacting the WHO-CHOICE project team.

GCEA can be used to estimate the contribution of interventions, or combinations of interventions, to decreasing the burden of disease. If it is shown, for example, that all combinations of cost-effective interventions together have a relatively small impact on the total burden of a particular disease or risk factor, research into new ways of reducing this burden is required. Interventions targeting child under-nutrition illustrate this. They are relatively costly and not very effective. Research to improve the effectiveness of current technologies, to reduce their costs, or to develop new technologies is warranted.

A variation of this theme is that technologies may exist but there may be system-wide constraints which prevent them being used. For example, access to skilled midwives is a cost-effective way to reduce maternal mortality, but there might be a shortage of skilled midwives that prevent this intervention being scaled-up to high levels of coverage. It is critical for decision-makers to know if a high disease burden is due to the lack of cost-effective intervention options, or if it is due more to health system constraints.

The final possibility is that a cost-effective intervention exists but is not widely used. Research is needed to determine why this is the case—it may, for example, be related to cost, or perhaps providers or members of the community are not convinced that it is effective—and to examine how it can be used more widely.

7.5 Goals and Functions of Health Systems

Cost-effectiveness analysis focuses on the improvements in health that result from different choices about how health resources should be used. It is important to remember that improving health is only one goal of health systems. According to the WHO framework of health systems performance assessment, there are five indicators of the three intrinsic social goals to which the health system contributes: namely, improving the level and distribution of health, improving the level and distribution of responsiveness and ensuring that the financial burden of paying for the health system is distributed fairly (137) (see Table 7.1).
This means that the results of CEA should not be used formulaically. Cost-effectiveness provides information on how current resources and any new resources could be allocated to obtain the greatest possible improvement in population health. This enters the policy debate and decision-makers then must weigh the costs of changing the intervention mix and the impact of different mixes against other goals of the health system. In fact, CEA at the sectoral level is probably most powerful when it is used to classify interventions into broad groups. In the first round of WHO-CHOICE three categories were used—those that are: very cost-effective, cost-effective, and not cost-effective. Policy-makers would be encouraged to choose from the first set, and to avoid the third, other things being equal, but they would also need to assess the impact of any proposed mix of interventions on poverty and other types of inequality, for example.

To illustrate, in Figure 7.1 the intervention combination nearest the upper right corner includes targeted provision of supplementary food to infants. This combination cannot be considered cost-effective for the available resources. However, even if it exceeds the threshold of what is considered to be cost-effective in that setting, countries in the region might opt to provide it on equity grounds because under-nutrition has a disproportionately high burden in the poor. At the same time, having identified that there is no cost-effective intervention against under-nutrition, policy-makers could also recommend setting aside research funds to determine how to decrease the costs or improve the effects of the interventions, or even fund a research programme with the intent to discover a different technology altogether.

### 7.6 Ethical issues

A number of ethical issues may arise when using CEA for health care resource prioritization. For example, how can concerns for equity or justice be incorporated in decision-making in addition to the concerns for efficiency and benefit maximization? And, should all QALYs or DALYs count equally regardless of the age of the recipient of the health benefit?
Another question is what priority should be given to the sickest or worst off? Since many of the issues are relevant to GCEA as well as to other forms of CEA, the interested reader is referred to an overview in Part Two on ethical issues in CEA and for a more thorough discussion, to *Fairness and Goodness: Ethical Issues In Health Resource Allocation* (138).
8 Reporting CEA results

Reports on CEA results must provide sufficient information to enable independent analysts to critically evaluate the estimates of the costs and effectiveness of the interventions studied. In addition, they should be able to interpret the findings of the CEA and assess the possibility of generalizing them to their own decision-making context. Since it may not always be possible to document this information in a journal article, additional information should be provided in background reports or on the World Wide Web. To enhance transparency and ensure accountability, all reports and all data inputs, including assumptions, used in deriving the estimates, should be placed in the public domain.

A CEA report usually contains, or indicates sources for, a detailed description of the inputs and methods used to estimate costs, effectiveness and cost-effectiveness ratios of the interventions studied. The ten-point checklist introduced by Drummond et al. (17) or a similar format may be used as a guide to analysts seeking to improve the quality of their study reports.

The following section outlines the key information to be reported with respect to the elements of CEA. A short description of WHO’s approach to reporting GCEA results can be found in Annex A.

8.1 Cost information

Reports should contain or discuss:

- information on unit prices and quantities for the main factor inputs used to estimate programme costs (e.g. personnel, vehicles, office space etc.);
- how patient costs were estimated—for example the cost per visit or bed-day, the costs of laboratory tests—and what assumptions were used, including questions of intervention coverage levels, capacity utilization, depreciation rates used to obtain capital costs, etc.;
- whether the costs used in the study have face validity, in terms of other costs reported in the literature, for example, and whether they were
obtained from a sample of costs that are likely to be representative rather than based on a single observation;
• results of sensitivity and uncertainty analysis; and
• space permitting (e.g. for web-based presentation of results), a detailed listing of quantities and prices of factor inputs used in the analysis.

8.2 EFFECTIVENESS INFORMATION

Reports should contain or discuss:

• whether a systematic search for evidence on baseline epidemiology and effectiveness was undertaken, the criteria used for selecting sources, the assumptions made, etc.;
• quantitative documentation of the sources and assumptions used for: (1) the main input variables in the analysis such as prevalence, incidence or remission rates and relative risk ratios, all of which should be reported for both the null and the intervention scenarios; (2) how the effectiveness of each intervention was modelled (e.g. through a decrease in incidence, in duration, in remission, or in mortality rates); and (3) other factors related to modelling health effects such as intervention coverage rates, patient adherence to medicines and follow-up visits and quality of services provided;
• the healthy life years lived by the population under both the null and interventions scenarios, and the difference between the two scenarios—representing the health gain of the intervention; and
• results of sensitivity and uncertainty analysis.

8.3 COST-EFFECTIVENESS RATIOS

Reports should contain or discuss:

• both a numerical and a graphical documentation of cost-effectiveness ratios;
• cost-effectiveness ratios compared to the null for all interventions studied, and incremental cost-effectiveness ratios for those interventions on the expansion path;
• expansion paths clearly identified either in tabular or graphical form, for each set of inter-dependent interventions;
• results of uncertainty analysis including use of stochastic league tables where appropriate.

SUMMARY OF RECOMMENDATIONS

1. Reports on CEA results must provide sufficient information in the public domain to enable independent analysts and policy-makers to critically evaluate the validity of the estimates of the costs and effectiveness of the interventions studied.
9 **SUMMARY OF RECOMMENDATIONS**

*Overall study design*

1. Groups of interventions where there are major interactions in either costs or health effects should be evaluated together.
2. Analysts should evaluate all interventions initially against the “null”, i.e. the situation that would exist if none of the set of interacting interventions were implemented.
3. Interventions should be described in detail, which includes information on the setting, target population, time frame, regimen, and frequency of obtaining the intervention.
4. All interventions should be evaluated under the assumption that they are implemented over a period of 10 years. However, costs and health effects related to the intervention should be followed for the duration of the lifetime of the beneficiaries. This could be varied by country-analysts adapting the results or undertaking studies in their own settings.
5. Resource use and health effects should be identified and valued from the societal perspective.

*Estimating costs*

1. Ideally, analysts should follow the ingredients approach and collect and report information on the quantities and prices of the resources used in addition to total expenditures.
2. The cost of providing health interventions should be included in the analysis as should the resources used up in seeking or obtaining an intervention (e.g. transport costs). It is recommended that productivity gains and losses due to an intervention, including time costs of seeking or obtaining care, should be excluded from the CEA. Where they are believed to be particularly important, they should be measured (rigorously) in physical units (e.g. time gains or losses) and reported separately.
3. Transfer payments should not be included in CEA. However, any related administrative costs should be included.
4. Costs of central administration and the education of health professionals can be regarded as existing or ongoing costs and should not be included in the analysis. This does not include training costs for a specific intervention, which should be included.
5. Shadow pricing should be used to determine the economic costs of goods that have no market price or if market prices are believed to have major distortions.
6. Prices of traded and non-traded goods should, in theory, be expressed in terms of a common numeraire, and we recommend using the world (international) price level to allow for comparability of results.
7. The annual costs of capital investments can be approximated by their rental price where a rental market exists and works relatively well. But because this is often not the case, the preferred approach is to annualized them taking into account purchase value, resale value, interest rate and working life.
8. Costs should be discounted at an annual rate of 3% in the base analysis. The sensitivity of the results to using a 6% rate should also be explored (see Section 6).
9. Analysts should report the capacity utilization that drives their cost-effectiveness estimates. WHO-CHOICE consistently uses 80% capacity utilization to obtain estimates of the cost-effectiveness of interventions if they are undertaken relatively efficiently.
10. Prices should be adjusted to a common year using the GDP deflator where possible. If this is not available, the Consumer Price Index can be used.

*Estimating health effects*

1. It is recommended that analysts express population effectiveness in terms of DALYs, although measures such as QALYs and HYL could also be used.
2. For interventions that alter life expectancy, years of life saved by an intervention should be estimated from a population model.
3. The counterfactual scenario for estimating population effectiveness is the null set, defined as the lifetime health experience of a defined population in a situation where all related interventions directed against a disease or condition are stopped. The null set can be estimated using natural history models, using trial data or by back-adjusting using coverage rates and effectiveness of currently implemented interventions.
4. Data on the efficacy of interventions ideally comes from systematic reviews of studies. Efficacy can be expressed as relative risks for rates and effects sizes for means. Efficacy should be adjusted to reflect population effectiveness, taking into account factors like coverage,
quality of care, adherence and other local factors, all of which can modify efficacy.

5. The health state valuations derived in the GBD study can be used until regional estimates are available from WHO. Results should be presented with and without age-weighting as part of the sensitivity analysis (see Section 6).

Discounting

1. Costs and effects should be discounted at 3% in the base-case analysis.

2. In the sensitivity analysis (see Section 6) we recommend testing the sensitivity of the results to a 0% discount rate for health effects and a 6% discount rate for costs.

Sensitivity and uncertainty analysis

1. Uncertainty related to variables that carry value judgements should be subjected to one-way, and sometimes multi-way, sensitivity analysis. The base case analysis for WHO-CHOICE involves using a 3% discount rate for both costs and health effects, with age-weighting. We recommend examining the sensitivity of the results to the use of a 0% discount rate for health effects, 6% for costs, and with no age-weighting.

2. Uncertainty related to parameter estimates should be quantified through probabilistic uncertainty analysis using bootstrapping.

3. Stochastic league tables should be used to provide additional information to policy-makers about how to interpret results in the face of uncertainty.

Reporting CEA results

1. Reports on CEA results must provide sufficient information in the public domain to enable independent analysts and policy-makers to critically evaluate the validity of the estimates of the costs and effectiveness of the interventions studied.
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ANNEXES

ANNEX A. WHO-CHOICE ACTIVITIES ON GENERALIZED COST-EFFECTIVENESS ANALYSIS

1. WHO-CHOICE REGIONAL ANALYSES

Individual analysts will usually undertake studies of specific interventions in a particular country. Ideally, WHO-CHOICE would also like to be able to provide evidence of the cost-effectiveness of a wide range of interventions in each of the 192 countries that are WHO Member States since each has a different starting point in terms of training, infrastructure and history of health promotion, a different epidemiological situation, and a different cost structure. Within large countries it would be better still to undertake the analysis at a sub-national level (e.g. provinces of China or states of India). However, it is not practical for WHO-CHOICE to attempt such a country-specific exercise in the short-term (indeed, no country has yet been able to undertake the volume of work necessary to assess a very wide range of interventions in their own settings).

There is consequently a pragmatic need for policy-makers to borrow and adapt results obtained in other settings and to generalize these to their own settings. Global estimates, however, have limited credibility among policy-makers in individual countries because of the diversity of cost structures, epidemiological profiles and starting conditions. It is therefore necessary to compromise between specificity and the practicality of undertaking the necessary work. To facilitate this process, WHO-CHOICE reports costs and effects of a large number of interventions by 14 epidemiological subregions, with the regions being derived with reference to geographical location, epidemiological status and mortality stratum, which are relatively homogenous (details of the subregions chosen for the initial analysis are found in Annex G). Analysts
should still undertake their own studies in particular settings. However, analysts are strongly urged to report their results in a way that allows WHO-CHOICE to add them to the regional database, and which allows analysts in other countries to adapt them to their own settings.

2. REPORTING WHO-CHOICE RESULTS

WHO-CHOICE reports results of the cost-effectiveness of clusters of mutually exclusive interventions for 14 epidemiological subregions at www.who.int/evidence/cea. WHO-CHOICE requires all interventions to be evaluated in a consistent and comparable manner following the methods and recommendations presented in these guidelines. The following is a partial list of the information available on the Web:

- the interventions studied and their definitions;
- background papers on the methods and assumptions used in the GCEA analysis;
- detailed region-specific lists of the variables used in the analysis, including: quantities and prices of factor inputs, useful life of capital items, hospital and health centre unit costs, PPP exchange rates and price multipliers for different coverage levels, detailed documentation of the epidemiological models and the assumptions made, and disaggregated analysis spreadsheets of costs and effectiveness results; and
- tools used in the WHO-CHOICE analysis and their user manuals, available for download.

3. CONTEXTUALIZING WHO-CHOICE RESULTS

The WHO-CHOICE database provides estimates of the cost-effectiveness of interventions in the 14 epidemiological subregions under study, and is useful for decision-makers to distinguish between “good buys” and “bad buys” in health. As indicated in previous sections, results should not be used in a formulaic approach, but should be analysed to identify order of magnitude differences in cost-effectiveness of different interventions.

Rather than using results that are relevant at the regional level, decision-makers may wish to adapt this information to their local decision-making context. The ingredient approach as utilized in WHO-CHOICE allows analysts to contextualize costs and effects. As a first step in this process, analysts should assess the results of sensitivity/uncertainty analysis to determine which variables have the largest impact on the resulting cost-effectiveness ratios. As a second step, to the extent possible, regional values for those variables should be substituted by values that are more relevant for the context under study. This may involve a number of issues for both costs and effects.

Costs of interventions are broken down in quantities and prices, which means that analysts should collect relevant quantities and unit costs for the intervention(s) in their setting. WHO-CHOICE reports estimates on
costs on the basis of technical efficiency, i.e. capacity utilization is assumed to be 80% and prices are assumed to be the lowest achievable. This ensures that the observed differences in cost-effectiveness of interventions are due to the intrinsic characteristics of the intervention rather than the extent to which capital and labour have been utilized in the environment in which the interventions were evaluated, and the extent to which negotiations on prices of goods (especially drugs) have resulted in low prices. Analysts may wish to use alternative assumptions in their estimates, but should do so consistently to maintain comparability of estimates. Furthermore, to estimate non-linearities in costs when scaling up interventions, analysts should review the WHO-CHOICE assumptions that estimate the increased marginal costs of reaching more remote areas, including the definition of catchment areas of health centres, and adapt this to their context (61).

The effects of interventions at the population level have been estimated using the population model PopMod, based on a set of regional demographic and epidemiological parameters, and assumptions on the (clinical) effectiveness of interventions. Intervention effects can be adapted to the local context by (i) scaling down the results to the local level, i.e. by analysing the relative population size of the target population, and (ii) by using a local set of demographic and epidemiological parameters, and effectiveness assumptions (including those on non-compliance for example). In the second option, population models need to be rerun to estimate local effectiveness at the population level.

WHO-CHOICE is currently undertaking a number of country studies to adapt the regional cost-effectiveness results to the country level. This will provide more detailed information on the process involved and information required.
ANNEX B. DRAFT LIST OF INTERVENTION CLUSTERS FOR EVALUATION BY WHO-CHOICE*

A. Respiratory infections  
B. Diarrhoeal diseases  
C. Malnutrition  
D. Vaccine-preventable diseases  
E. Antenatal/perinatal care and other reproductive health services  
F. Musculoskeletal diseases  
G. Cancers  
H. Cardiovascular disease including stroke  
I. Diabetes mellitus  
J. Neuro-psychiatric disorders  
K. HIV/AIDS/STD/TB and other infectious diseases  
L. Motor vehicle accident and other injuries  
M. Malaria and other tropical diseases  
N. Blindness and other sense organ disturbances  
O. Genetic and other disorders with a hereditary basis  
P. Health system interventions  
   1. Facilities  
   2. Pharmaceuticals

*1. The World Health Report 2002 focused on identifying risk factors to health; this cuts across intervention clusters.  
2. Criteria used in prioritizing interventions for analysis include: those that are not widely used and are probably cost-effective, those that are widely used and probably cost-ineffective, and those that are widely used and probably cost-effective (as benchmarks).
**ANNEX C. AN ILLUSTRATION OF THE TYPES OF COSTS INCLUDED IN A SELECTION OF INTERVENTION ACTIVITIES AT CENTRAL LEVELS**

<table>
<thead>
<tr>
<th>Name of the activity</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Administration</td>
<td>Includes overhead costs (e.g. space, furniture, equipment, utilities, maintenance, etc.) used by the programme and personnel in preparation for meetings or training and other administration activities.</td>
</tr>
<tr>
<td>Planning</td>
<td>Includes costs associated with planning. For example, per diem allowances for meetings for the endorsement and implementation of the intervention as well as other meeting costs, such as venue, supplies, transportation, etc.). It also includes payments to consultants who participated in the planning phase of the intervention.</td>
</tr>
<tr>
<td>Training</td>
<td>Includes special training to develop health workers’ skills to deliver the intervention. It should not include under-graduate or post-graduate training as well as that occurring during the residency period. Only training that had to be provided to deliver the intervention should be included, i.e. it should be specific to the intervention studied. This will depend largely on the extent of training facilities that are available in each country. For example, in countries where most radiologists are already trained to perform this service, to add an intervention that does not require them to learn more skills but just to modify the optimum doses of radiotherapy given to cancer patients will not require prior training. In other countries where this initial experience was not available, training of providers should be included. Other examples include training of health workers to administer a new vaccine or to use a new guideline for case management. This will include costs of adaptation of the guidelines and training materials as well as the translation of the training materials to the national language if required. This should not include costs incurred at an international level, e.g. where international organizations develop guidelines for international consumption such as the development of the WHO guidelines for case management of acute lower respiratory infections.</td>
</tr>
<tr>
<td>Media and IEC</td>
<td>Development and production of information, education and communication (IEC) materials. This includes costs of developing the IEC materials in terms of designing the message, testing, revision and re-testing. It also includes the cost of printing those materials and/or the radio or television time to air them.</td>
</tr>
<tr>
<td>Monitoring and supervision</td>
<td>This includes supervision visits to health facilities in terms of per diem allowances, travel allowances and personnel salaries, if the latter is not already included in one of the activities listed above (e.g. in administration activities).</td>
</tr>
<tr>
<td>Social mobilization</td>
<td>This includes motivating and educating the public, and marketing health-related interventions through local markets. For example, this might involve retailers receiving some guidance on the correct use of items such as insecticide-impregnated bednets for malaria prevention. All advertising and promotion activities, seminars, technical support to retailers should be included.</td>
</tr>
</tbody>
</table>
ANNEX D. INTERPRETING INTERNATIONAL DOLLARS

WHO-CHOICE reports on costs and effects of interventions at the subregional level. To adequately represent subregional costs, the use of one national currency, such as US dollars, would be inadequate: the costs of non-traded goods are likely to differ between countries within a certain subregion, and it would not be possible to assign a single US$ value that would properly represent the costs of non-traded goods in all countries in the subregion. For example, assuming that an intervention consists only of the salary of a nurse, the US$ cost equivalent of the intervention would differ considerably between countries in a particular subregion.

To adequately summarize the costs of interventions in a common currency, WHO-CHOICE reports its cost estimates in terms of international dollars (I$). The basic concept of I$ is that it represents the same value in every country, i.e. the purchasing power of 1 I$ is similar around the world. In other words: one can buy the same things in any country with the same amount of I$.

How does this work in practice? To interpret the cost-effectiveness results of WHO-CHOICE, I$ costs should be converted into local currency units. A distinction needs to be made between non-traded and traded goods. To convert costs of non-traded goods, the I$ amount needs to be multiplied by the purchasing power parity (PPP) of a country. For example, in 1999, the costs of a bus ticket in the AFRO-D Region may be valued at 5 I$. Given that the PPP in Benin in 1999 equalled 302, its value in local currency unit (CFA in this case) would be 5 x 302 = CFA 1510. Since PPP values differ across countries within regions, the regional costs of a non-traded good may be similar in terms of I$ but not in terms of the local currency units.

To convert costs of traded goods (expressed in I$) into local currency units, one only needs to divide by the official exchange rate (OER) because prices of traded goods are similar across countries. For example, if a drug costs I$ 0.28, and the OER is 0.0014, the CFA equivalent would be 200.

Estimating I$ involves the reverse process. Costs of non-traded goods (as expressed in local currency units) should be divided by the PPP to obtain the I$ equivalent, while cost of traded goods (as expressed in local currency units) should be multiplied by the official exchange rate.
ANNEX E. DALYs TO MEASURE BURDEN OF DISEASE

DALYs are the sum of years of life lost (YLLs) and years of life lived with disability (YLDs). A variety of measures have been developed to measure the stream of life lost due to death at different ages. These measures can be divided into four families: potential years of life lost, period expected years of life lost, cohort expected years of life lost and standard expected years of life lost (139).

- **Potential years of life lost (PYLL)** is the simplest measure of time lost due to premature death. A potential limit to life is chosen arbitrarily and the duration of life lost due to a death is simply the potential limit to life minus the age at death. PYLL are criticized because deaths averted for people older than the arbitrarily chosen potential limit of life do not contribute to the burden of premature mortality. Using it as an indicator for CEA implies that there is no benefit to health interventions that reduce mortality over the potential limit to life. This is at odds with the values of most societies.

- **Period expected years of life lost.** A popular alternative to PYLL is to calculate period expected years of life lost (PEYLL), where the duration of life lost is the local period life expectancy at each age. In a period life table, life expectancy at each age is the estimated duration of life expected at each age if the current age-specific mortality patterns were to hold in the future. In PEYLL, a population's current mortality level is being used as the "ideal" against which it is compared in order to calculate the burden of disease. Over time and across communities, local life expectancies vary and thus the reference standards vary, creating at times, peculiar findings for burden comparisons.

- **Cohort expected years of life lost.** Given past secular trends in mortality, the average individual alive today at any given age is likely to live substantially longer than period life expectancy at that age. As distinct from period life expectancy, cohort life expectancy is the estimated average duration of life a cohort would actually experience. Cohort life expectancy is substantially higher than period life expectancy. However, a disadvantage is that if expected years of life lost are used as a measure of the burden of disease, a death in a rich country where life expectancy at each age is higher would be considered a greater burden than a death in a poor country with a lower life expectancy. If burden of disease assessments were to influence resource allocation this could lead to counter-intuitive and inequitable conclusions.

- **Standard expected years of life lost.** The advantages of an expectation approach where every death contributes to the burden of disease, and the equitable approach of PYLL where every death of a given age contributes equally to the calculation of the burden of disease, can be combined by using a standard expectation of life at each age as the
reference norm. For measuring the global burden of disease due to premature mortality, the SEYLL method has been adopted. To define the standard, the highest national life expectancy observed was taken. Based on the observation that Japanese females achieve a period life expectancy at birth higher than 82 years, the standard expectations were based on model life table which has a life expectancy at birth for females of 82.5 years. Note that this is not the approach used to measure DALYs averted by interventions which requires a different calculus. Details are found in Section 4.
ANNEX F. MEASURING INTERVENTION BENEFIT AT THE POPULATION LEVEL

In Section 4.1.7, it was claimed that a population model is often necessary to measure intervention benefit accurately. It is therefore necessary to relate the kind of measure deriving from such a model (see Section 4.2) to the other standard measures of benefit that satisfy the general criteria established in the foregoing parts of Section 4.1.

For example, under appropriate assumptions, changes in healthy years lived (HYL) are equal to changes in DALYs. To see this, consider Figure F.1. Area A (dark grey) represents the population number surviving in equivalent full health under the baseline scenario, i.e. where there is no intervention. This area is analogous to the area under the lower line in Figure 4.1 (Section 4.1.7), except that here non-fatal health effects are also considered: “equivalent full health” means that the survivorship curve forming the upper boundary of Area A has been adjusted for time spent in states less than perfect health (see Section 4.1.2). While a standard survivorship curve typically represents the percentage surviving at a given age, here the absolute number surviving at a given time is shown. For simplicity, only the population alive at time \( t = 0 \) is depicted, i.e. there are no births or other entrances.

Now suppose that an intervention is introduced and that Area B (light grey) represents the increment experienced by the population when that intervention is implemented at time \( t = 0 \). It is clear that this area represents the intervention effect, or intervention benefit, measured at population level. On the stated assumptions, Area B in the above diagram

![Figure F.1](image-url)
is denominated in units of HYL. The area under the survivorship curve after the intervention consists of the sum of Area A and Area B. Area B can be measured as the difference of the integrals of the two survivorship curves (100). Both Area A and Area B belong to the type of measure that demographers denote as belonging to the “health expectancy” family (140).

Now assume that in Figure F.1 the population members alive at a given time have different ages, i.e. they do not all belong to the same birth cohort, and further assume that the survivorship curves shown in Figure F.1 are adjusted for the average societal values attached to life lived at different ages, using a system of age-specific weights (see Section 4.1.6). Finally, assume that time discounting is also represented in the figure at a constant rate of 3%. On these assumptions, Area B is denominated in age-weighted, discounted HYL.

Area C (white) represents a loss in population health, where “loss” is measured relative to a particular reference standard. Here the reference standard is the vertical line drawn at time \( t = 100 \). A vertical line is used for purposes of illustration, although another reference standard could be used, such as the age-specific life expectancy of a particular population, which is the approach used for calculating the YLL component of DALYs (see Section 4.1.7 and Annex E). Note that “loss” is by definition measured above the survivorship curve, and is therefore a “health gap” measure (2). Although the reference standard in Annex Figure F.1 is only a vertical line representing death at an arbitrary point in time, Area C can be thought of as measuring a particular kind of DALY (i.e. one in which the reference standard is simpler than an idealized survivorship curve).
In any case, once a reference standard is chosen, Area C is fully determined by the curve forming the upper boundary of Area B. Area C represents DALYs in a population in which the intervention was implemented at time $t = 0$; if the intervention is not implemented, DALYs are measured by the sum of Area B and Area C, as shown in Figure F.2.

It is therefore evident that Area B represents the same quantity of intervention benefit, whether benefit is measured in terms of DALYs or HYLs. This is because intervention benefit is not measured “above” or “below” the curve but is measured as the difference between two survivorship curves. For the equivalence to hold exactly, it is only necessary to ensure that changes in DALYs/HYLs are calculated using the same assumptions, namely, with the same discount rate and the same set of age weights and health state valuations.
### ANNEX G. EPIDEMIOLOGICAL SUBREGIONS AS APPLIED IN WHO GENERALIZED CEA

<table>
<thead>
<tr>
<th>WHO region</th>
<th>Mortality status</th>
<th>WHO Member States</th>
</tr>
</thead>
<tbody>
<tr>
<td>AFRO</td>
<td>D</td>
<td>Algeria, Angola, Benin, Burkina Faso, Cameroon, Cape Verde, Chad, Comoros, Equatorial Guinea, Gabon, Gambia, Ghana, Guinea, Guinea-Bissau, Liberia, Madagascar, Mali, Mauritania, Mauritius, Niger, Nigeria, Sao Tome and Principe, Senegal, Seychelles, Sierra Leone, Togo</td>
</tr>
<tr>
<td>AFRO</td>
<td>E</td>
<td>Botswana, Burundi, Central African Republic, Congo, Côte d’Ivoire, Democratic Republic of the Congo, Eritrea, Ethiopia, Kenya, Lesotho, Malawi, Mozambique, Namibia, Rwanda, South Africa, Swaziland, Uganda, United Republic of Tanzania, Zambia, Zimbabwe</td>
</tr>
<tr>
<td>AMRO</td>
<td>A</td>
<td>Canada, United States Of America, Cuba</td>
</tr>
<tr>
<td>AMRO</td>
<td>B</td>
<td>Antigua and Barbuda, Argentina, Bahamas, Barbados, Belize, Brazil, Chile, Colombia, Costa Rica, Dominica, Dominican Republic, El Salvador, Grenada, Guyana, Honduras, Jamaica, Mexico, Panama, Paraguay, Saint Kitts and Nevis, Saint Lucia, Saint Vincent and the Grenadines, Suriname, Trinidad and Tobago, Uruguay, Venezuela</td>
</tr>
<tr>
<td>AMRO</td>
<td>D</td>
<td>Bolivia, Ecuador, Guatemala, Haiti, Nicaragua, Peru</td>
</tr>
<tr>
<td>EMRO</td>
<td>B</td>
<td>Bahrain, Cyprus, Iran (Islamic Republic of), Jordan, Kuwait, Lebanon, Libyan Arab Jamahiriya, Oman, Qatar, Saudi Arabia, Syrian Arab Republic, Tunisia, United Arab Emirates</td>
</tr>
<tr>
<td>EMRO</td>
<td>D</td>
<td>Afghanistan, Djibouti, Egypt, Iraq, Morocco, Pakistan, Somalia, Sudan, Yemen</td>
</tr>
<tr>
<td>EURO</td>
<td>A</td>
<td>Andorra, Austria, Belgium, Croatia, Czech Republic, Denmark, Finland, France, Germany, Greece, Iceland, Ireland, Israel, Italy, Luxembourg, Malta, Monaco, Netherlands, Norway, Portugal, San Marino, Slovenia, Spain, Sweden, Switzerland, United Kingdom</td>
</tr>
<tr>
<td>EURO</td>
<td>B</td>
<td>Albania, Armenia, Azerbaijan, Bosnia And Herzegovina, Bulgaria, Georgia, Kyrgyzstan, Poland, Romania, Slovakia, Tajikistan, The Former Yugoslav Republic of Macedonia, Turkey, Turkmenistan, Uzbekistan, Yugoslavia</td>
</tr>
<tr>
<td>EURO</td>
<td>C</td>
<td>Belarus, Estonia, Hungary, Kazakhstan, Latvia, Lithuania, Republic of Moldova, Russian Federation, Ukraine</td>
</tr>
<tr>
<td>SEARO</td>
<td>B</td>
<td>Indonesia, Sri Lanka, Thailand</td>
</tr>
<tr>
<td>SEARO</td>
<td>D</td>
<td>Bangladesh, Bhutan, Democratic People's Republic of Korea, India, Maldives, Myanmar, Nepal</td>
</tr>
<tr>
<td>WPRO</td>
<td>A</td>
<td>Australia, Japan, Brunei Darussalam, New Zealand, Singapore</td>
</tr>
<tr>
<td>WPRO</td>
<td>B</td>
<td>Cambodia, China, Lao People's Democratic Republic, Malaysia, Mongolia, Philippines, Republic of Korea, Viet Nam</td>
</tr>
</tbody>
</table>

Cook Islands, Fiji, Kiribati, Marshall Islands, Micronesia (Federated States of), Nauru, Niue, Palau, Papua New Guinea, Samoa, Solomon Islands, Tonga, Tuvalu, Vanuatu
1 There is an important distinction to make between allocative and technical efficiency (141). Allocative efficiency refers to the optimal choice of input mix, given their respective prices. If interventions are regarded as inputs, it is defined in terms of whether the health system provides the most cost-effective set of interventions for the given level of expenditure. Technical efficiency is defined as the ability to produce a given output at the lowest possible cost.

2 For example, CEA may be used by pharmaceutical firms to set price levels for pharmaceuticals.

3 Interventions are said to be independent if choosing one does not prevent the choice of any other intervention. Interventions are said to be mutually exclusive if only one alternative can be selected. Mutually exclusive interventions have also been called “competing” or “incompatible” interventions. This situation frequently occurs in health care, e.g. in screening or vaccination programmes that have various alternatives according to intensity or age limit.

4 This is often called the average CER.

5 An intervention is said to be weakly dominated by other interventions if a combination of these other interventions has a more favourable cost-effectiveness ratio. Weakly dominated interventions can be identified by calculating the incremental cost-effectiveness ratios for each successively more costly intervention: if any of these incremental ratios turns out to be less than the previous one in the sequence of increasingly costly mutually exclusive interventions, then the previous one is ruled out by weak dominance.

6 Lack of information is one example of the “market failures” that typify the health sector. Others include the public goods nature of some health interventions and the existence of externalities. Taken together, these mean that the traditional way of valuing the benefits of an intervention in economics, using willingness to pay, is not appropriate. More information on market failures in health can be found in microeconomics textbooks such as Clewer and Perkins (142).

7 This analysis assumes no uncertainty. The impact of uncertainty on this expansion path is considered in Section 6.
Ideally it would be better to estimate full cost functions for all levels of coverage, joint cost functions for all feasible levels of coverage of interventions provided jointly, and effectiveness functions for expanding coverage or joint production. In the short to medium term this is not feasible so we focus here on a parsimonious set of combinations.

Yet another option would be to tailor the time horizon to the specific characteristics of interventions, i.e. to represent the time required until the intervention reaches its full effectiveness. However, as discount rates for costs and health effects may differ, the definition of the implementation period—which is somewhat arbitrary—is likely to affect the cost-effectiveness of the intervention.

Inequality aversion reflects people’s dislike of differences between the better-off and the worse-off people in society and their preference for a redistribution of resources to reduce inequality (143).

Willingness to pay methods of valuing these changes such as contingent valuation are also problematic partly because of the market failures argument described in Section 2.1 (144).

Informal care-giver time is time spent caring for a patient by non-professionals such as family, friends, acquaintances, or neighbours for which they are not financially compensated.

A Cobb-Douglas production function takes the form of:

$$Y = AK^{\alpha}L^{1-\alpha}$$

where $\alpha$ is the output elasticity of capital, $K$ is capital, $L$ is labour, $A$ is a technology parameter, and constant returns to scale are assumed. From the Cobb-Douglas production function, the following relationship can be derived:

$$\frac{\Delta Y}{\Delta L} = (1-\alpha) \frac{Y}{L}$$

This implies that, on the aggregate, the marginal product of labour equals $(1-\alpha)$ times the average product of labour. Hence, the change in output from a unit change in labour input equals $(1-\alpha)$ times the output per worker in a given country. So only if $\alpha = 0$ will the GDP per person equal the marginal product of labour. If the shadow price of labour is assumed to be $Y/L$, it will seriously overstate the true marginal cost. If it is assumed to be $Y$ divided by population, it will be only by chance that it equals the marginal product of labour.

An infinite number of combinations could be defined by varying $x$. It is necessary to be pragmatic in practice and define a parsimonious set of combinations by identifying critical levels of coverage at which the slope of the expansion path is likely to change. See Murray et al. (23) for further information.

Another example is that some international prices may include transfer payments, such as export taxes or subsidies.

For example, the data source “World Development Indicators” (from the World Bank) uses a Laspeyres index formula.

In some countries health-specific GDP deflators and CPI are available. But because this is not true for most of the countries of the world, we are not recommending that they be used for GCEA.
18 Remember that the health state valuations used in the GBD study are for calculating the burden of disease, so their complements (1-health state valuation) should be used for CEA.

19 Alternatively, when no population model is used this can be considered as the difference in DALYs averted in the intervention scenario and in the null scenario.

20 Population models such as PopMod make use of instantaneous transition rates or hazard rates to express rates of incidence or remission, for example. The use of person time in the denominator is a more accurate representation of transitions between health states than the use of proportions (persons at risk in the denominator), often applied in decision-tree analysis (145).

21 The original version of DisMod (DisMod v1.0. President and Fellows of Harvard College. All rights reserved, 1994) is available from the WHO web site at http://www.who.int/whosis, under Burden of Disease activities. Installation instructions are also provided on the web site. Also available is DisMod II, a new software system developed to provide a full graphical interface, database storage capabilities and substantially enhanced features and options.

22 In the basic 5-box PopMod, additional states can be added by doing weighted averages of the hazard rates or health state valuations of two or more (similar) states within a single box.

23 A range of assumptions can be made for co-morbidity, ranging from independence of the conditions of interest to co-occurrence beyond that expected purely by chance. The analyst starts with what is known about the disease and its associated risk factors (e.g. diabetes and cardiovascular disease) and PopMod provides guidance on how to derive these rates depending on the data that the analyst has available.

24 A more general “continuous-time” version of Equation 5.1 can be expressed as:

\[ C_{\text{present value}} = \int_0^T C(t) e^{-rt} \, dt \]

where the integration is bounded by the beginning period 0 and the end period \( T \) (146).

25 The Health Department is now considering moving to a 3.5% discount rate for costs.

26 Health state valuations are sometimes considered to be social choice variables and sometimes measurable variables with a probability distribution. CHOICE applies probabilistic uncertainty analysis to account for uncertainty in health state valuations rather than sensitivity analysis.

27 A 90% uncertainty interval is used for illustrative purposes. Any level of significance can be chosen at the analysts discretion. In WHO-CHOICE 90% limits are used.

28 Usually it is not realistic to assume that costs and effects have zero covariance. A high cost drug, for example, might be more effective than a low cost drug. If adherence to medicines is lower than expected, benefits will be lower and so
will costs because less of the medicine is consumed. For the ease of exposition here, however, no covariance structure is assumed.

29 It would be possible for the price to fall with increasing coverage due to the ability to negotiate a lower price, but that is a different point.

30 In the current hypothetical example, correlations in costs and effects are dealt with by estimating the correlation between total costs (and benefits) of one intervention with the next. The ideal way of dealing with these interactions, however, is by linking the uncertainty for variables that are common to those interventions, such as unit price or quantity. The decision model described subsequently (MCLeague) allows for this more sophisticated way of dealing with correlations between the costs of different interventions.

31 Another reason why it is difficult to interpret ICERs and their uncertainty intervals derived using bootstrapping methods is that the ICER can be negative in some draws, because either the incremental costs or the incremental effectiveness of an intervention is negative. Indeed, a positive ICER can occur where incremental costs and effects are both negative and this has very different policy implications from a positive ICER where incremental costs and effects are both positive. This is one reason why CE acceptability curves has been developed to aid decision-making (147). The decision model (MCLeague) that is described below avoids this problem so acceptability curves are not discussed further.

32 Analysis of the paired simulation data shows that b1-ab1 is more cost-effective than b1-b2 83% of the time. Inspection of the uncertainty intervals alone would suggest, however, that we are less than 83% confident that b1-ab1 is more cost-effective.

33 There are several other examples of this problem in the current example, e.g. in order to move from a starting budget of $400 000 (optimal mix B2) to $700 000 (optimal mix ab1), funding would need to be cut for BCG to b1 in order to purchase a, and thereby move to ab1.

34 The cost penalty of shifting resources may outweigh the efficiency gains or may no longer make the shift between b1-a affordable.

35 This is a preliminary presentation, using the available data on the sets of interventions which have already been analysed. With analysis of other interventions, e.g. immunization, the frontier would probably move upward.

36 Ideally, independent analysts should be able to rerun the analysis including the ingredients that are relevant to their context. However, this is often not possible because modelling tools are typically unavailable and/or their use may be complex. By providing its modelling tools with manuals, WHO-CHOICE tries to overcome this problem.
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Summary

The growing use of cost-effectiveness analysis (CEA) to evaluate specific interventions is dominated by studies of prospective new interventions compared with current practice. This type of analysis does not explicitly take a sectoral perspective in which the costs and effectiveness of all possible interventions are compared, in order to select the mix that maximizes health for a given set of resource constraints.

WHO guidelines on generalized CEA propose the application of CEA to a wide range of interventions to provide general information on the relative costs and health benefits of different interventions in the absence of various highly local decision constraints. This general approach will contribute to judgements on whether interventions are highly cost-effective, highly cost-ineffective, or something in between. Generalized CEAs require the evaluation of a set of interventions with respect to the counterfactual of the null set of the related interventions, i.e. the natural history of disease.

Such general perceptions of relative cost-effectiveness, which do not pertain to any specific decision-maker, can be a useful reference point for evaluating the directions for enhancing allocative efficiency in a variety of settings. The proposed

---

1 This article was originally published in Health Economics. 9:235–251. 2000 © John Wiley & Sons Limited. Reproduced with permission.
framework allows the identification of current allocative inefficiencies as well as opportunities presented by new interventions.
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**Introduction**

The growing use of cost-effectiveness analysis (CEA) to evaluate the efficiency of specific interventions is dominated by studies of prospective new interventions compared with current practice (1–11). This type of analysis does not explicitly take a sectoral perspective in which the costs and effectiveness of all possible interventions are compared, in order to select the mix that maximizes health for a given set of resource constraints. The estimated cost-effectiveness of a single proposed new intervention is compared either with the cost-effectiveness of a set of existing interventions derived from the literature (12–17) or with a fixed price cut-off point representing the assumed social willingness to pay for an additional unit of benefit (18–21). The implicit assumption that, to improve overall efficiency, resources would need to be transferred to the more efficient intervention either from another health intervention or from another sector, is rarely discussed.

On the other hand, much of the theoretical literature has taken a broader view of cost-effectiveness, exploring its use in allocating a fixed health budget between interventions in such a way as to maximize health in a society (22–34). This we call sectoral CEA. Only a few applications of this broader use—in which a wide range of preventive, curative and rehabilitative interventions that benefit different groups within a population are compared in order to derive implications for the optimal mix of interventions—can be found. Examples include the work of the Oregon Health Services Commission (35–40), the World Bank Health Sector Priorities Review (41) and the Harvard Life Saving Project (42,43). Of these, only the World Bank attempted to make international or global comparisons of sectoral cost-effectiveness.

At the heart of this broadened policy use is the notion that resources in the health sector should be allocated across interventions and population groups to generate the highest possible overall level of population health. If the calculations show that some current interventions are relatively cost-ineffective, and that some which are not undertaken fully are relatively cost-effective, resources could be reallocated across interventions to improve population health. In other words, the allocative efficiency of the health sector could be enhanced by moving resources from cost-ineffective interventions to cost-effective
Interest in the promise of enhancing allocative efficiency of health systems has led to analytical efforts to study the cost-effectiveness of a broad range of interventions in a number of countries \((44,45)\).

Several challenges have emerged to this wider use of CEA. First, analysts and decision-makers have correctly noted that resource allocation decisions affecting the entire health sector must also take into account social concerns, such as a priority for the sick \((46–49)\), reducing social inequalities in health \((50–53)\), or the well-being of future generations \((54,55)\). Vociferous debate on the use of CEA to prioritize the use of Medicaid resources in Oregon State is one indication of these concerns in the political arena \((35–40)\). So far there have been two proposed responses to this challenge: abandon the practice of using CEA to inform resource allocation decisions entirely or to progressively incorporate more of these social concerns into the methods of CEA \((56)\).

Second, current CEA practice \((57,58)\) often fails to identify existing misallocation of resources by focusing on the evaluation of new technologies or strategies. The very wide range of cost-effectiveness ratios found in the compendia of CEAs listed above suggest that addressing current allocative inefficiencies in many countries may yield substantial health gains, possibly more than identifying new technologies that will make small improvements in health.

Third, for all but the richest societies, the cost and time required to evaluate the large set of interventions required to use CEA to identify opportunities to enhance allocative efficiency may be prohibitive. The results of many, if not most, CEA studies are so context-specific that they cannot be used to inform policy debate in another population—as reflected in the debate about the use of league tables, which include the results of studies using a variety of methods and which were undertaken to answer a variety of context-specific questions \((12,14–17,59–68)\). For low- and middle-income countries and smaller high-income countries, there has been little progress towards the goal of affordable and timely information on the costs and effects of a wide array of interventions to inform policy.

Fourth, the difficulties of generalizing context-specific CEA studies have been institutionalized by the proliferation of multiple national or subnational guidelines for CEA practice, all using slightly different methods \((69–91)\). International guidelines have not to date been developed. As part of the reorganization of the World Health Organization (WHO) following the election of Dr Gro Harlem Brundtland as the Director-General in May 1998, a new programme, Choosing Interventions: Effectiveness Quality, Costs, Gender and Ethics, part of the Global Programme on Evidence for Health Policy, has been established. This group is attempting to address some of the challenges of providing decision-makers with timely information on the technical and ethical characteristics of different interventions to inform health policy debates. It is collaborating with other international organizations to develop
international guidelines for CEA intended in part to address some of the challenges listed here. In this paper, we outline some of the uses of CEA, the limitations of current methods, directions for revising these methods and some of the remaining technical challenges facing this revision.

**Two sectoral uses of CEA**

The appropriate methods, transferability of results and policy applicability of CEA depend critically on the intended use. CEA can have many applications beyond informing health sector resource allocation decisions across interventions, however, the focus of this paper is on two potential applications. They will be outlined briefly, after which the strengths and weaknesses of current methods of undertaking CEA will be discussed in relation to the two uses.

First, **CEA of a wide range of interventions can be undertaken to inform a specific decision-maker. This person faces a known budget, a set of options for using the budget, and a series of other (resource, ethical or political) constraints.** The set of constraints in this highly context-specific use of CEA for sectoral decision-making will vary tremendously from setting to setting. A decision-maker may be able to reallocate an entire budget or only allocate a budget increase; the decision-maker might be a donor, a minister of health, a district medical officer, or a hospital director. The choices available, at least in the short- to medium-term, might be limited by factors such as the currently available physical infrastructure, human resources or political considerations—for example, in systems with substantial public provision there is a relatively fixed stock of hospital beds that cannot be increased or decreased easily. Decisions could also be constrained by the current mix of interventions that are delivered; perhaps for political reasons specific interventions may not be reduced or eliminated without providing some alternative for that class of health problem. The set of constraints facing a decision-maker defines the decision space or the set of possible options from which choices can be made (92).

Second, **CEA of a wide range of interventions can be undertaken to provide general information on the relative costs and health benefits of different technologies or strategies that are meant to contribute through multiple channels to a more informed debate on resource allocation priorities.** Such general information should be seen as only one input into the policy debate on priorities. Because it is not meant to provide a formulaic solution to resource allocation problems, it need not be highly contextualized. This general approach will contribute to judgements on whether interventions are highly cost-effective, highly cost-ineffective, or something in between. Such general perceptions of relative cost-effectiveness can have far-reaching and constructive influence on policy formulation, defining the set of options that are debated without defining
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the allocation of resources in a precise or mechanical fashion. An alternative way to conceptualize this more general use of sectoral CEA is that the results define the mix of interventions that would be health maximizing in the absence of any constraints on possible decisions, except a finite budget. That health maximizing mix of interventions, which does not pertain to any specific decision-maker, can be a useful reference point for evaluating the directions for enhancing allocative efficiency in a variety of settings.

Although all CEA runs the risk of being used in a formulaic way, we believe that the first use of sectoral CEA—to inform a given decision-maker in a specific context—is more likely than the second to be used in this way to determine resource allocation. In context-specific CEA, the challenges of incorporating explicitly other social concerns are more pressing, but efforts to incorporate legitimate context-specific social concerns into the calculation of cost-effectiveness through devices such as equity weights inevitably make the results more difficult to communicate to some decision-makers and to the public. Such efforts also decrease the transferability of results. At some point in the continuum of complexity, the goal of informing a given decision-maker in a specific context may become impossible because of the cost and time required to generate the information (18). We believe that the more general use of CEA, to inform sectoral debates on resource allocation, is where CEA can make the greatest contribution to health policy formulation. Such analysis indicates the general directions for resource reallocation required to enhance allocative efficiency. The results can be weighed alongside other social goals and considered together with the other constraints on decision-makers, which are inevitable in specific contexts. The more generalized approach will enhance transferability and will make it possible to provide useful, timely and affordable information on the health generating characteristics of interventions. In some sense, there is a trade-off between making CEA information precisely relevant to a given context and the time and resources required for that contextualization. Our preference for the more general use of CEA is an indication of how we see the outcome of that trade-off.

INTERVENTION MIX CONSTRAINED COST-EFFECTIVENESS

Various attempts have been made to codify a standard practice for CEA (14,57,58,93–125). These guidelines differ for certain technical assumptions, such as standard discount rates, the treatment of unrelated medical costs or the valuation of health outcomes. The broad approach, however, is similar. Intervention costs and health benefits are evaluated with respect to current practice, so that the numerator in the cost-effectiveness ratio is the change in cost due to the application of an intervention compared with the change in health benefit. For the...
development of league tables, decision rules have been developed for both independent and mutually exclusive interventions to be ranked in a single league table (22,28). When applied to a wide range of interventions in a population, the results inform decision-makers faced with a single constraint, the budget. The results of this type of analysis do not lead to recommendations to change the current mix of interventions unless the new intervention is accepted over current practice. For this reason, we will refer to this standard practice as intervention mix constrained CEA or IMC-CEA. Interestingly, IMC-CEA as currently practised does not consider other possible constraints on decision making. It is worth noting that the policy environment in which decision-makers come closest to facing a constraint to continue current practice (or expand benefits in areas where there are existing interventions) but face no physical infrastructure, human capital or other constraints, is the United States, where most provision of interventions is in the private sector and ethical guidelines on standards of care tend to automatically adopt all health enhancing interventions.

**Figure 1** Costs and benefits of six mutually exclusive interventions

To further explicate the advantages and disadvantages of standard cost-effectiveness methods, consider Figure 1, which depicts the costs and benefits of six mutually exclusive interventions. Following standard practice (58), intervention costs are on the y-axis and health benefits on the x-axis. In this and subsequent diagrams, each intervention should be thought of as a national programme or policy, which can be purchased at only the point on the figure shown. If a population has purchased intervention a1, then IMC-CEA would evaluate the cost-effectiveness of interventions a2–a6 with respect to the origin set equal to a1—indicated
by the light grey axes. Average cost-effectiveness for each intervention is equal to the slope of the line joining the point to the currently delivered intervention a1, illustrated for intervention a2—this slope is labelled as \(\alpha_1\alpha_2\). Incremental cost-effectiveness for moving from a2 to a4 is shown as the slope \(\alpha_2\alpha_4\). For reasons that will be discussed in detail below, the origin in Figure 1 has been set as the costs and health benefits in the absence of any of the interventions a1–a6. The line joining intervention a2 to the origin is the average cost-effectiveness with respect to the null set of interventions a1–a6, labelled simply \(\alpha_2\). This format follows standard practice in the literature.

Figure 2 will be used to illustrate one of the main limitations of IMC-CEA. Eleven different interventions to those of Figure 1 are divided into

![Figure 2 Costs and benefits of three sets of mutually exclusive interventions](image)

Table 1 Average cost effectiveness for 11 interventions

<table>
<thead>
<tr>
<th>Intervention</th>
<th>Costs</th>
<th>Health benefits</th>
<th>Average cost-effectiveness</th>
</tr>
</thead>
<tbody>
<tr>
<td>a1</td>
<td>120</td>
<td>1</td>
<td>120</td>
</tr>
<tr>
<td>a2</td>
<td>140</td>
<td>5.5</td>
<td>25.45</td>
</tr>
<tr>
<td>a3</td>
<td>170</td>
<td>3</td>
<td>56.67</td>
</tr>
<tr>
<td>a4</td>
<td>190</td>
<td>7</td>
<td>27.14</td>
</tr>
<tr>
<td>b1</td>
<td>100</td>
<td>12</td>
<td>8.33</td>
</tr>
<tr>
<td>b2</td>
<td>120</td>
<td>17</td>
<td>7.06</td>
</tr>
<tr>
<td>b3</td>
<td>150</td>
<td>20</td>
<td>7.5</td>
</tr>
<tr>
<td>c1</td>
<td>50</td>
<td>22</td>
<td>2.27</td>
</tr>
<tr>
<td>c2</td>
<td>70</td>
<td>24.5</td>
<td>2.86</td>
</tr>
<tr>
<td>c3</td>
<td>120</td>
<td>29</td>
<td>4.14</td>
</tr>
<tr>
<td>c4</td>
<td>170</td>
<td>31</td>
<td>5.48</td>
</tr>
</tbody>
</table>
three sets of mutually exclusive interventions, a1–a4, b1–b3 and c1–c4. Costs and health benefits for each intervention are shown with respect to the null set of this set of 11 interventions—health benefits could be denominated in QALYs gained, DALYs averted or some other general measure of health. In other words, costs and benefits are shown compared with the costs and benefits in the absence of any of these interventions. Table 1 provides the costs and benefits for each intervention and the average cost-effectiveness of each with respect to the null set.

Consider a population where a budget of 170 is currently spent to purchase a1 and c1 producing 23 units of health. Next, consider an increase in the budget from 170 to 190. The remaining set of mutually exclusive interventions with respect to a1 would be evaluated. It shows that a3 is dominant and yields the incremental cost-effectiveness ratios in Table 2, which also shows similar calculations for the independent sets of interventions. A decision-maker would choose to purchase a2 instead of a1 because moving from a1 to a2 has the lowest incremental cost-effectiveness ratio. The final combination of a2 and c1 yields 27.5 units of health.

**Table 2** Sequential incremental cost-effectiveness ratios starting from a1–c1

<table>
<thead>
<tr>
<th>Category A</th>
<th>ΔC/ΔE</th>
<th>Category B</th>
<th>ΔC/ΔE</th>
<th>Category C</th>
<th>ΔC/ΔE</th>
</tr>
</thead>
<tbody>
<tr>
<td>a2</td>
<td>4.4</td>
<td>b1</td>
<td>8.3</td>
<td>c2</td>
<td>8.0</td>
</tr>
<tr>
<td>a3</td>
<td>Dominated</td>
<td>b2</td>
<td>7.1</td>
<td>c3</td>
<td>11.1</td>
</tr>
<tr>
<td>a4</td>
<td>33.3</td>
<td>b3</td>
<td>10.0</td>
<td>c4</td>
<td>25.0</td>
</tr>
</tbody>
</table>

Consider another population where a budget of 170 is currently spent on a3 yielding only 3 health units. In this population, incremental CEA of the remaining interventions with respect to the starting point of a3 would yield the ratios in Table 3. If the budget now increases from 170 to 190, the decision-maker would first choose to save money and increase health output by moving to a2. With the savings of 30 and the increased budget of 20, the next most attractive intervention would be to purchase c1, with the resulting allocation of resources being a2 and c1 yielding 27.5 units of health.

**Table 3** Sequential incremental cost-effectiveness ratios starting from a3

<table>
<thead>
<tr>
<th>Category A</th>
<th>ΔC/ΔE</th>
<th>Category B</th>
<th>ΔC/ΔE</th>
<th>Category C</th>
<th>ΔC/ΔE</th>
</tr>
</thead>
<tbody>
<tr>
<td>a2</td>
<td>-12</td>
<td>b1</td>
<td>8.3</td>
<td>c2</td>
<td>2.3</td>
</tr>
<tr>
<td>a4</td>
<td>33.3</td>
<td>b2</td>
<td>7.1</td>
<td>c3</td>
<td>8.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>b3</td>
<td>10.0</td>
<td>c3</td>
<td>11.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>c4</td>
<td>25.0</td>
</tr>
</tbody>
</table>

In both examples, IMC-CEA identified health enhancing resource allocations but the basic fact that the C and B category interventions are
much more cost-effective than the A category interventions does not emerge from the analysis. This is because the cost-effectiveness of the starting point is not evaluated in current practice. As detailed below, it is relatively straightforward to identify the health maximizing combination of interventions for a budget of 170 as c1 and b2, which yields 39 health units and the health maximizing combination of interventions for a budget of 190 is c2 and b2 yielding 41.5 health units. In reality there is likely to be substantial allocative inefficiency in current allocations of health resources in many settings, and this example demonstrates that the application of IMC-CEA may fail to identify major opportunities for enhancing the overall cost-effectiveness of the health system.

The intervention mix constraint on CEA means that major allocative inefficiencies may not be evaluated and thus identified. If the current intervention mix is an unavoidable constraint on decision-makers in a given context, then this is appropriate for context-specific CEA analyses. In most situations, however, other constraints on decision-makers may be more pervasive. As described above, in many health systems with a large share of public provision there is a fixed stock of community and referral hospitals, which cannot be modified in the short- to medium-term for powerful political reasons. Likewise, in many countries the supply of different types of health providers (nurses, general practitioners, specialists or community health workers) may limit the set of interventions that can be delivered. These decision constraints may be more common than the strict commitment to the current mix of interventions assumed in current practice—it may be easier to shift spending from the treatment of ischaemic heart disease to childhood immunization programmes than to shut district hospitals or import ophthalmologists.

### Table 4  Optimal solutions with two constraints

<table>
<thead>
<tr>
<th>Interventions</th>
<th>Total cost</th>
<th>Current budget = 70</th>
<th>Infrastructure = 100</th>
<th>Benefit</th>
<th>Average cost-effectiveness</th>
<th>Benefit at current use</th>
</tr>
</thead>
<tbody>
<tr>
<td>a1</td>
<td>120</td>
<td>60</td>
<td>60</td>
<td>1</td>
<td>120.00</td>
<td></td>
</tr>
<tr>
<td>a2</td>
<td>140</td>
<td>80</td>
<td>60</td>
<td>5.5</td>
<td>25.45</td>
<td></td>
</tr>
<tr>
<td>a3</td>
<td>170</td>
<td>90</td>
<td>80</td>
<td>3</td>
<td>56.67</td>
<td></td>
</tr>
<tr>
<td>a4</td>
<td>190</td>
<td>110</td>
<td>80</td>
<td>7</td>
<td>27.14</td>
<td></td>
</tr>
<tr>
<td>b1</td>
<td>100</td>
<td>35</td>
<td>65</td>
<td>12</td>
<td>8.33</td>
<td>12</td>
</tr>
<tr>
<td>b2</td>
<td>120</td>
<td>60</td>
<td>60</td>
<td>17</td>
<td>7.06</td>
<td></td>
</tr>
<tr>
<td>b3</td>
<td>150</td>
<td>75</td>
<td>75</td>
<td>20</td>
<td>7.50</td>
<td></td>
</tr>
<tr>
<td>c1</td>
<td>50</td>
<td>15</td>
<td>35</td>
<td>22</td>
<td>2.27</td>
<td></td>
</tr>
<tr>
<td>c2</td>
<td>70</td>
<td>35</td>
<td>35</td>
<td>24.5</td>
<td>2.86</td>
<td>24.5</td>
</tr>
<tr>
<td>c3</td>
<td>120</td>
<td>50</td>
<td>70</td>
<td>29</td>
<td>4.14</td>
<td></td>
</tr>
<tr>
<td>c4</td>
<td>170</td>
<td>85</td>
<td>85</td>
<td>31</td>
<td>5.48</td>
<td></td>
</tr>
</tbody>
</table>

If the focus of sectoral CEA is to inform context-specific decision making, then methods need to be developed to incorporate these and
other constraints on the set of possible decisions. This can be achieved relatively easily through the use of optimal resource allocation planning models adapted to the health sector (22,26–34). For example, Table 4 illustrates using a simple resource allocation model that the health maximizing resource allocation in the setting of two binding constraints (physical capacity of health facilities and fungible dollars) is substantially different than the health maximizing resource allocation in the setting of only a dollar constraint. Using the data from Table 1, the total budget is set at 170, 70 of which is fungible dollars and the rest is the constraint on infrastructure or the physical capacity of health facilities valued at 100. For each intervention, we have divided the costs of Table 1 into two components—fungible dollars and infrastructure. With a single budget constraint of 170, optimal allocation required provision of b2 and c1 with a benefit of 39. The dual constraints of Table 4 now require b1 and c2 to be carried out at a benefit of 36.5, because the two constraints must be met. With multiple constraints, there is no easy way of developing a cost-effectiveness league table and more complex programming models should be used to allocate resources. In this case, the solution was obtained with 0–1 linear programming solved using the programming language LINGO.

**GENERALIZED CEA**

For some decision-makers, the development of complex resource allocation models that explicitly incorporate a range of decision constraints and multiple objectives may be very useful. However, such efforts are information intensive, time consuming, costly and very often difficult to communicate to the full set of actors in any health policy dialogue (18). We believe that CEA can be most useful with more modest goals by focusing on the more general use of cost-effectiveness information to inform health policy debates without being completely contextualized. Moreover, sectoral CEA should identify current allocative inefficiencies as well as opportunities presented by new interventions. For this reason, WHO will propose a modification of the standard ICM-CEA lifting the constraint on the current mix of interventions to evaluate the cost-effectiveness of all options including currently funded interventions.

In brief, the basic modification can be summarized in two propositions.

1. The costs and benefits of a set of related interventions should be evaluated with respect to the counterfactual of the null set of the related interventions. This is illustrated in Figure 2 for the 11 interventions. This provides the complete set of information for evaluating both independent and mutually exclusive options to identify the health maximizing combination of interventions for any given budget.
2. Results of CEA should be presented in a single league table. For each set of mutually exclusive interventions, the intervention with the lowest average cost-effectiveness ratio (the lowest slope in the figure of cost versus benefit) with respect to the null set appears first in the league table. The second intervention from the set (if there are at least two) that appears in the league table is the one with the lowest slope with respect to the intervention with the lowest CE ratio that already appeared in the table. The third intervention is the one with the lowest slope with respect to the second intervention, etc. Weakly dominated interventions do not appear in the league table. The results for all sets of mutually exclusive interventions are shown in the same league table according to the same principles. The application of this simple approach to the 11 interventions example in Figure 2 is shown in Table 5. Interventions a1, a3 and b1 are weakly dominated and do not appear. For heuristic purposes, the health maximizing combination for any budget level can be selected from the table. These decision rules are similar to those that have been derived for IMC-CEA but the analysis starts from the origin (18,68,126–133).

Table 5  Generalized cost-effectiveness league table

<table>
<thead>
<tr>
<th>Intervention</th>
<th>Cost-effectiveness ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>c₁</td>
<td>2.3</td>
</tr>
<tr>
<td>b₂</td>
<td>7.1</td>
</tr>
<tr>
<td>c₁−c₂</td>
<td>8.0</td>
</tr>
<tr>
<td>b₂−b₃</td>
<td>10.0</td>
</tr>
<tr>
<td>c₂−c₃</td>
<td>11.1</td>
</tr>
<tr>
<td>c₃−c₄</td>
<td>25.0</td>
</tr>
<tr>
<td>a₂</td>
<td>25.5</td>
</tr>
<tr>
<td>a₂−a₄</td>
<td>33.3</td>
</tr>
</tbody>
</table>

A key issue in this or any other approach to CEA is defining an intervention. If the comparator for a set of related interventions is the null set then each intervention must be defined with respect to that null set. Thus, if a new drug shortens the length of stay and reduces complication rates post coronary artery bypass graft operations, the drug is not the intervention. The intervention is coronary artery bypass graft plus the new drug. This logic in defining interventions allows for complex interactions in costs and health benefits to be easily captured and represented in a league table.

Figure 3 illustrates such an evaluation for four interventions for tuberculosis: passive case detection and treatment with directly observed short course therapy (DOTS), BCG vaccination at 50% coverage, BCG at 75% coverage and BCG at 100% coverage. In addition, three other mutually exclusive options are presented: passive case detection and treatment with DOTS combined with the three different levels of BCG
coverage. Costs interact, in that, if BCG is delivered, the number of cases of tuberculosis that will occur, be detected and accept treatment will decline so that the variable cost component of the treatment programme will decline but the fixed cost component will not. Likewise, the health benefits of BCG in the presence of a treatment programme will be less because many of the deaths from tuberculosis expected in the absence of treatment will be avoided.

Using a multiplicative model, the interaction of the benefits of the two programmes can be estimated. The lines in Figure 3 indicate graphically the league table for this set of mutually exclusive interventions, in order: BCG at 50% coverage, BCG at 50% coverage combined with passive detection and treatment, BCG 75% with detection and treatment and BCG 100% with detection and treatment. BCG 75%, BCG 100% and passive detection and treatment alone do not appear in the list as they are dominated by the other alternatives.

In the literature on cost-effectiveness (23,30,34) there has been considerable concern about nonlinear cost-effectiveness functions; for example, the cost per DALY averted through the expansion of measles coverage from 50% to 90% is likely to be much lower than the cost per DALY averted through the expansion of coverage from 90% to 99%. Because interventions at different levels of coverage are clearly mutually exclusive at the population level, then the same approach outlined above can be used to capture in a series of discrete points a non-linear cost-effectiveness function. In Figure 2, the set of interventions c1–c4 could be different strategies or different levels of coverage for the same strategy. By picking a parsimonious set of coverages, a set of indivisible and mutually exclusive interventions can be defined and the key consequences of nonlinear cost-effectiveness functions captured in a single league table. The tuberculosis example of Figure 2 clearly does not by itself represent an example of generalized CEA, but would be part of the larger league table used to inform the policy debate.

By analysing the costs and benefits of sets of related interventions with respect to the null set of those interventions, the results are likely to be

<table>
<thead>
<tr>
<th>Costs</th>
<th>Benefits</th>
<th>CE</th>
</tr>
</thead>
<tbody>
<tr>
<td>A 550</td>
<td>500</td>
<td>110</td>
</tr>
<tr>
<td>b1 180</td>
<td>200</td>
<td>90</td>
</tr>
<tr>
<td>b2 325</td>
<td>300</td>
<td>108.3</td>
</tr>
<tr>
<td>b3 600</td>
<td>400</td>
<td>150</td>
</tr>
<tr>
<td>Ab1 631</td>
<td>600</td>
<td>105.2</td>
</tr>
<tr>
<td>Ab2 726.5</td>
<td>650</td>
<td>111.8</td>
</tr>
<tr>
<td>Ab3 952</td>
<td>700</td>
<td>136</td>
</tr>
</tbody>
</table>

Figure 3 Costs and benefits of interventions with cost and effectiveness interactions
more transferable from one population to another—though only through experience will we learn if this is true. Clearly, the costs of different resource inputs to the production of a given intervention vary across populations as do some of the determinants of effectiveness (15,59,60,63–68). However, one major factor limiting the relevance of ICM-CEA results in one population to another population, namely different current mixes of interventions, can be removed by using the generalized CEA approach. To put it another way, the null set for a group of related interventions is more comparable across populations (or at least sets of populations) than the current mix of interventions. Nevertheless, there are clear limits to the comparability across populations of the counterfactual null set. It will depend on the development of the health system and on the epidemiological pattern. Clearly, global comparisons of the cost effectiveness of interventions with respect to the null set even if input costs and effectiveness determinants are adjusted is unlikely to be useful.

The strategy for the development of this idea will be to define a limited set of average health system and epidemiological contexts within which null set comparisons are likely to be informative. Many groupings of countries or communities could be developed, on the basis of income per capita, region, public/private splits in health care finance or provision, burden of disease, etc. This will be one major challenge for the development of this approach.

The benefits of analysing the costs and health benefits of interventions with respect to the null set for a group of related interventions appears to be greater but the technical challenge of estimating the conditions in the null set counterfactual need to be addressed. In theory, in ICM-CEA, costs and benefits of each intervention are evaluated with respect to the current mix of interventions but many studies are based on retrospective analysis where the intervention cost and benefits are evaluated with respect to a past mix of interventions not necessarily the current mix (134,135). Likewise, estimates of benefits of interventions that involve a time lag between purchase and benefit, such as hepatitis B immunization, are based on relatively implausible assumptions that the current mix of interventions will apply in the future (136–139). A symptom of this problem is demonstrated by the standard practice in ICM-CEA of estimating the benefits of life saving interventions using period life tables when in fact the cohort life expectancy at each age would be a more accurate (but more difficult to estimate) estimate of the years of life gained. Historically, cohort life expectancy has been 10–20 years higher at birth than period life expectancy (140) so that this is not a minor bias.

Estimating the null set conditions for a group of related interventions will require the development of natural history models. Some have already been developed and some have been used in cost-effectiveness studies (137,141–149). De Koning et al. (150,151) have developed a natural history model for breast cancer in the Netherlands as part of an in-depth
analysis of intervention options for breast cancer. To implement this
generalized approach to CEA, clear guidelines and standards on the
development of natural history models will need to be developed as a
priority.

**DISCUSSION**

Broader use of cost-effectiveness studies to analyse the allocative
efficiency of health systems and recommend resource allocations has led
to a number of challenges. It appears that the field can develop in two
distinct directions, towards increasingly contextualized analyses or
towards more generalized assessments. Cost-effectiveness studies and the
sectoral application of CEA to a wide range of interventions can become
increasingly context specific; at the individual study level by
incorporating directly other social concerns, such as distributional
weights or a priority to treating the sick, and at the sectoral level by
developing complex resource allocation models that capture the full
range of resource, ethical and political constraints facing decision-
makers. We fear that this direction will lead ultimately to less use of cost-
effectiveness information in health policy dialogue. Highly contextualized
analyses must by definition be undertaken in each context, the cost and
time involved as well as the inevitable complexity of the resource
allocation models will limit their practical use.

The other direction for sectoral cost-effectiveness, the direction that we
are suggesting, is to focus on the general assessment of the costs and health
benefits of different interventions in the absence of various highly variable
local decision constraints. A general league table of the cost effectiveness
of interventions for a group of populations with comparable health
systems and epidemiological profiles can make the most powerful
component of CEA readily available to inform health policy debates.
Judgements on the relative cost-effectiveness of interventions such as
DOTS for tuberculosis is highly cost-effective and liver transplants for
alcoholic cirrhosis are highly cost ineffective, can have wide ranging
influence—as one input to an informed policy debate they can enhance the
allocative efficiency of many health systems. Information on generalized
cost-effectiveness can be used alongside consideration of the effect of
different resource allocations on other important social goals, such as
equity. Because we believe this is the most constructive use of cost-
effectiveness information, we would like to open for debate the proposal
to modify standard cost-effectiveness methods. The modifications
proposed, to remove the current intervention mix decision constraint, will
expose current allocative inefficiencies to analysis and at the same time
enhance the transferability of results from one population to another.

For many narrower applications of CEA, such as the appraisal of new
drugs in a specific country, the currently practised ICM-CEA remains the
most appropriate method. Nevertheless, even in these circumstances it
would be useful for authors to also estimate the costs and health benefits of interventions with respect to the null set. This would substantially improve the world’s body of knowledge on the cost-effectiveness of different interventions. In this way, each new study would add to our collective knowledge of the relative costs and effectiveness of different interventions.

Notes

a. The term allocative efficiency can be used in many ways. Here, we strictly use it to refer to whether resources are allocated across different health interventions (specific public health, curative, promotive, rehabilitative, or palliative interventions) so as to maximize population health status.

b. Some of the problems of international transferability of results even for generalized CEA are discussed later in the paper.

c. Issues of divisibility of interventions are at the heart of many of the theoretical issues in CEA. For example, the definition of extended dominance (23,24,34) depends on the assumption of divisibility. In fact, divisibility of interventions is only required because of the problems of the choice of the last intervention with a hard budget constraint. If the most cost-effective intervention is indivisible and costs more than the available slack in the budget, then other interventions, including some that may be weakly dominated, may be in the optimal resource allocation. The issue of divisibility of interventions often plagues simple illustrations of optimal resource allocation across a small set of interventions (22,123,124,141,142). For these graphical representations to provide clear and correct answers, it is necessary that each possible combination of cost and benefit that could be implemented be represented as a specified point. In reality, for most programmes, one cannot purchase any level of coverage for technical or political reasons. For example, in implementing short-course chemotherapy for smear-positive tuberculosis using passive case detection, by the nature of the case detection modality only one level of coverage can be achieved with that strategy. To change the coverage would require an explicit change in the case detection strategy, such as active screening or public awareness campaigns, which would have different costs and benefits and thus should be seen as another incompatible intervention. Alternatively, while it is theoretically possible to envisage a vaccination strategy that targets only a quarter or a half of the population, it would be impossible to implement for political reasons in most countries. In reality, there would be a few mutually exclusive combinations of costs and coverage for most programmes. The decision rules developed in this paper apply to this situation.

As has been argued above, faced with a budget constraint and a series of indivisible interventions, the health maximizing allocation of the budget is complicated by issues of slack—close to the budget constraint, it might not be possible to fully implement the preferred intervention. The examples in this paper have been designed to avoid these problems, but we do not believe that slack is a critical issue in any real allocation decision. First, the size of any slack vis-à-vis the total budget is likely to be very small (13). Slack problems are exaggerated in the practical examples in the literature, where the number of
interventions purchased is always small, which means that slack may be a large per cent of the budget. In any real health system, slack related to the last intervention selected is likely to be very small. Second, in any real health system, budget constraints are never so firmly fixed that issues of slack become an issue in actual debates on resource allocation. In fact, we strongly believe that results of the type of CEA proposed in this paper should not be used with such precision.

A more important issue concerns the situation concerning the indivisibility of a capital investment, where the investment can be used for several patient or population groups, such as a hospital. Such problems can only be addressed with resource allocation models (13). For example, Murray et al. (24) developed a resource allocation model in which expansion of capital infrastructure was evaluated as a separate type of intervention, which relaxed the physical infrastructure constraint in the resource allocation model.

d. A simpler approach to allocating resources across a set of interventions might be to rank all independent and mutually exclusive interventions by their average cost-effectiveness and then fund down the list of interventions until the budget is exhausted. In this example, for a budget of 170, the average cost-effectiveness rank list approach would choose intervention c4 producing 31 health units. This is substantially less than the health maximizing combination of c1 and b2 yielding 39 units. Average cost-effectiveness rank lists that ignore the issues related to mutually exclusive interventions will in general yield sub-optimal resource allocations.

e. This point has been made in various forms in the literature, e.g. see Drummond et al. (58).

f. We use the term ‘fungible dollars’ to describe the assumption that no constraints other than physical capital and the total budget are binding. The total budget can be moved between all inputs other than capital with no restrictions.

g. A challenge to our approach will be to separate out technical inefficiencies in production of a given intervention from the allocative efficiency questions described here. For example, it has also been shown that the physical quantities of resources used for a given intervention can vary from place to place according to practice patterns (152,153). If by chance the cost-effectiveness of an intervention has been evaluated in a setting that is technically inefficient and another is evaluated in a setting that is technically efficient, conclusions on relative cost-effectiveness may be biased. The confounding effect of variation in technical efficiency across study locations for the development of generalized cost-effectiveness league tables needs to be minimized. At the same time, systematic regional variation in technical efficiency due to health system characteristics or epidemiological patterns should be incorporated into regional league tables of generalized cost-effectiveness.
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This article provides a description of the population model PopMod, which is designed to simulate the health and mortality experience of an arbitrary population subjected to two interacting disease conditions as well as all other “background” causes of death and disability. Among population models with a longitudinal dimension, PopMod is unique in modelling two interacting disease conditions; among the life-table family of population models, PopMod is unique in not assuming statistical independence of the diseases of interest, as well as in modelling age and time independently. Like other multi-state models, however, PopMod takes account of “competing risk” among diseases and causes of death.

PopMod represents a new level of complexity among both generic population models and the family of multi-state life tables. While one of its intended uses is to describe the time evolution of population health for standard demographic purposes (e.g. estimates of healthy life expectancy), another prominent aim is to provide a standard measure of effectiveness for intervention and cost-effectiveness analysis. PopMod, and a set of related standard approaches to disease modelling and cost-effectiveness analysis, will facilitate disease modelling and cost-effectiveness analysis in diverse settings and help make results more comparable.
INTRODUCTION

HISTORICAL BACKGROUND AND ANALYTICAL CONTEXT

Measuring population health has been inseparable from modelling population health for at least three hundred years. The first accurate empirically based life table—a population model, albeit a simple one—was constructed by Edmund Halley in 1693 for the population of Breslau, Germany (1). However, the 1662 life table of John Graunt, while less rigorously based on empirical mortality data, represented a reasonably good approximation of life expectancy at birth in the seventeenth century (2). Indeed, because of Graunt’s strong a priori assumptions about age-specific mortality, his life table could be said to represent the first population model. Recently, multi-state life tables, which explicitly model several population transitions, have become a common tool for demographers, health economists and others, and a considerable body of theory has been developed for their use and interpretation (3–5). Despite the substantial complexity of existing multi-state models, a recent publication has highlighted the advantages of so-called “dynamic life tables”, in which age and time would be modelled independently (6).

Mathematical and computational constraints are no longer serious obstacles to solving complex modelling problems, although the empirical data required for complex models are. In particular, multi-state models present data requirements that can rapidly exceed empirical knowledge about real-world parameter values, and in many cases, the input parameters for such models are therefore subject to uncertainty. Nevertheless, even with substantial uncertainty, such models can provide robust answers to interesting questions. Indeed, the work of John Graunt demonstrates the practical value of results obtained with even purely hypothetical parameter values.

PopMod, one of the standard tools of the WHO-CHOICE programme (http://www.who.int/evidence/cea), is the first published example of a multi-state dynamic life table. Like other multi-state models, PopMod takes account of “competing risk” among diseases, causes of death and possible interventions. However, PopMod represents a new level of complexity among both generic population models and the family of multi-state life tables. Among population models with a longitudinal dimension, PopMod is unique in modelling two distinct and possibly interacting disease conditions; among the life-table family of population models, PopMod is unique in not assuming statistical independence of the diseases of interest, as well as in modelling age and time independently.

While one of PopMod’s intended uses is to describe the time evolution of population health for standard demographic purposes (e.g. estimates of healthy life expectancy), another prominent aim is to provide a standard measure of effectiveness for intervention and cost-effectiveness analysis. PopMod, and a related set of standard approaches to disease
modelling and cost-effectiveness analysis used in the WHO-CHOICE programme, facilitate disease modelling and cost-effectiveness analysis in diverse settings and help make results more comparable. However, the implications of a tool such as PopMod for intervention analysis and cost-effectiveness analysis is a relatively new area with little published scholarship. Most published cost-effectiveness analysis has not taken a population approach to measuring effectiveness, and when studies have done so they have generally adopted a steady-state population metric (7). Relatively little published research has noted the biases of conventional approaches when used for resource allocation (8).

Despite similarities in some of the mathematical techniques (9), this paper does not consider transmissible disease modelling.

Basic description of the model
PopMod simulates the evolution in time of an arbitrary population subject to births, deaths and two distinct disease conditions. The model population is segregated into male and female subpopulations, in turn segmented into age groups of one-year span. The model population is truncated at 101 years of age. The population in the first group is increased by births, and all groups are depleted by deaths. Each age group is further subdivided into four distinct states representing disease status. The four states comprise the two groups with the individual disease conditions, a group with the combined condition and a group with neither of the conditions. The states are denominated for convenience X, C, XC and S, respectively. The state entirely determines health status and disease and mortality risk for its members. For example, X could be ischaemic heart disease, C cerebrovascular disease, XC the joint condition and S the absence of X or C.

State members undergo transitions from one group to another, they are born, they get sick and recover, and they die. The four groups are collectively referred to as the total population T, births are represented as

![Network diagram of the differential equations model](image)
the special state B, and deaths as the special state D. A diagram for the first age group is shown in Figure 1 (notation used is explained in the section Describing states, populations and transitions between states). In the diagram, states are represented as boxes and flows are depicted as arrows. Basic output consists of the size of the population age-sex groups reported at yearly intervals. From this output further information is derived. Estimates of the severity of the states X, C, XC and S are required for full reporting of results, which include standard life-table measures as well as a variety of other summary measures of population health.

There now follows a more technical description of the model and its components, broken down into the following sections: describing states, populations and transitions between states; disease interactions; modelling mechanics; and output interpretation. The article concludes with a discussion of the relation of PopMod to other modelling strategies, plus a consideration of the implications, advantages and limitations of the approach.

**Describing states, populations and transitions between states**

**Describing states and populations**

In the full population model depicted in Figure 1, six age-and-sex specific states (X, C, XC, S, B and D) are distinguished. However, births B and deaths D are special states in the sense that they only feed into or absorb from other states (while the states X, C, XC and S both feed into and absorb from other states). Special states are not treated systematically in the following, which focuses on the “reduced form” of the model consisting of the states X, C, XC, and S.

States are not distinguished from their members; thus, “X” is used to mean alternatively “disease X” or “the population group with disease

**Figure 2** A schematic for describing observed populations
“X”, according to context. The second meaning is equivalent to the prevalence count for the population group.

For the differential equation system, states/groups are always denoted in the strict sense: “X” means “state X only” or “the population group with only X”. However, in deriving input parameters (described more fully below in the section Disease interactions) from observed populations, it is convenient to describe groups in a way that allows for the possibility of “overlap”. For example in Figure 2, the area “X” might be understood to mean either “the population group with X including those members with C as well” (i.e. the entire circle X) or the “the population group with only X” (i.e. the circle minus the region overlapping with circle C).

**Table 1** Alternative ways to describe populations

<table>
<thead>
<tr>
<th>Logical expression</th>
<th>Meaning</th>
<th>Differential equations expression</th>
</tr>
</thead>
<tbody>
<tr>
<td><del>X</del>C</td>
<td>Population group with neither X nor C</td>
<td>S</td>
</tr>
<tr>
<td>X~C</td>
<td>Population group with X but not C, i.e. with X only</td>
<td>X</td>
</tr>
<tr>
<td>~XC</td>
<td>Population group with C but not X, i.e. with C only</td>
<td>C</td>
</tr>
<tr>
<td>~X</td>
<td>Population group without X</td>
<td>S + C</td>
</tr>
<tr>
<td>~C</td>
<td>Population group without C</td>
<td>S + X</td>
</tr>
<tr>
<td>X</td>
<td>Total population group with X</td>
<td>X + XC</td>
</tr>
<tr>
<td>C</td>
<td>Total population group with C</td>
<td>C + XC</td>
</tr>
<tr>
<td>S</td>
<td>Susceptible population</td>
<td>S</td>
</tr>
<tr>
<td>XC</td>
<td>Population with both X and C</td>
<td>XC</td>
</tr>
<tr>
<td>T</td>
<td>Total population</td>
<td>T</td>
</tr>
</tbody>
</table>

Since these two valid meanings imply different uses of notation, the following conventions are adopted:

- The differential equations expressions X, C, XC and S refer only to disjoint states (or groups).
- The logical operator “~” means “not”, thus “~X” is the state “not X” (or “the group without X”).
- The logical expressions denoted in the left-hand column of Table 1 have the meaning and alternative description indicated in the two right-hand columns.

Prevalence rates \( (p) \) describe populations (i.e. prevalence counts) as a proportion of the total, for example:

\[
p_X = X/T, \quad p_C = C/T, \quad p_{XC} = XC/T, \quad p_S = S/T.
\] (1)

Here, prevalence is presented in terms of the disjoint populations X, C and XC, and the notation from the right-hand column of Table 1 is used. In the section Disease interactions, we discuss the case of overlapping populations.

A prevalence rate is always interpretable as a probability, but a probability is not always interpretable as a prevalence. The lower-case Greek letter pi (\( \pi \)) is used throughout this chapter to denote probability. Probabilities can be used to describe populations as noted in Table 2.
Describing transitions between states

In the differential equation system, transitions (i.e. flows) between population groups are modelled as instantaneous rates, represented in Figure 1 as labelled arrows. Instantaneous rates are frequently called hazard rates, a usage generally adopted here (demographers tend to refer to instantaneous rates as “hazards” or as “forces”—e.g. force of mortality—although epidemiologists commonly use the term “rate” with the same meaning). A transition hazard is labelled here \( h \), frequently with subscript arrows denoting the specific state transition.

In PopMod terminology, the transitions \( X \rightarrow D \), \( C \rightarrow D \) and \( XC \rightarrow D \) are partitioned into two parts, one of which is the cause-specific fatality hazard \( f \) due to the condition \( X \), \( C \) or \( XC \), and the other which is the non-specific death hazard (due to all other causes), called background mortality \( m \):

\[
\begin{align*}
  h_{X \rightarrow D} &= f_X + m \quad (2a) \\
  h_{C \rightarrow D} &= f_C + m \quad (2b) \\
  h_{XC \rightarrow D} &= f_{XC} + m \quad (2c) \\
  h_{S \rightarrow D} &= m. \quad (2d)
\end{align*}
\]

PopMod consequently allows for up to twelve exogeneous hazard parameters (Table 3).

Transition hazards

A time-varying transition hazard is denoted \( h(t) \). The hazard expresses the proportion of the at-risk population (\( dP/P \)) experiencing a transition event (i.e. exiting the population) during an infinitesimal time \( dt \):

\[
h(t) = \frac{1}{P} \cdot \frac{dP}{dt}. \quad (3)
\]

“Instantaneous rate” means the transition rate obtaining during the infinitesimal interval \( dt \), that is, during the instant in time \( t \). If an
instantaneous rate does not vary, or its small fluctuations are immaterial to the analysis, PopMod parameters can be interpreted as average hazards without prejudice to the model assumptions.

Average hazards can be approximated by counting events $\Delta P$ during a period $\Delta t$ and dividing by the population time at risk. If for practical purposes the instantaneous rate does not change within the time span, the approximate average hazard can be used as an estimate for the underlying instantaneous rate:

$$-(1/P) \cdot \frac{dP}{dt} \approx -\frac{\int dP}{P} \cdot \frac{dt}{\Delta t} \approx -\Delta P / (P \cdot \Delta t),$$

where $\Delta P = \int dP$ is the cumulative number of events occurring during the interval $\Delta t$, and $\int P dt \approx P \cdot \Delta t$ is the corresponding population time at risk. Time at risk is approximated by multiplying the mid-interval population $(P)$ by the length of the interval $\Delta t$.

For example, if ten deaths due to disease X ($\Delta P = 10$) occur in a population with approximately one million years of time at risk ($P \cdot \Delta t = 1,000,000$), an approximation of the instantaneous rate $h_{X \rightarrow D}(t)$ is given by:

$$h_{X \rightarrow D}(t) \approx \frac{\Phi P}{P \cdot \Phi t} = 10 / 1,000,000 = 0.00001.$$

Note that while eq. (3) and eq. (4) are equivalent in the limit where $\Delta t \rightarrow 0$, the approximation in eq. (4) will result in large errors when rates are high. This is discussed in the section Proportions and hazard rates, and an alternative formula for deducing average hazard is proposed in eq. (9).

The quantity in eq. (4) has units “deaths per year at risk”, and is often called a “cause-specific mortality hazard”. For the same population and

<table>
<thead>
<tr>
<th>Hazard</th>
<th>Description</th>
<th>State transition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$h_{S \rightarrow X}$</td>
<td>incidence hazard</td>
<td>$S \rightarrow X$</td>
</tr>
<tr>
<td>$h_{X \rightarrow S}$</td>
<td>remission hazard</td>
<td>$X \rightarrow S$</td>
</tr>
<tr>
<td>$h_{S \rightarrow C}$</td>
<td>incidence hazard</td>
<td>$S \rightarrow C$</td>
</tr>
<tr>
<td>$h_{C \rightarrow S}$</td>
<td>remission hazard</td>
<td>$C \rightarrow S$</td>
</tr>
<tr>
<td>$h_{X \rightarrow D}$</td>
<td>case fatality hazard</td>
<td>$X \rightarrow D$</td>
</tr>
<tr>
<td>$h_{C \rightarrow D}$</td>
<td>case fatality hazard</td>
<td>$C \rightarrow D$</td>
</tr>
<tr>
<td>$h_{X \rightarrow X}$</td>
<td>remission hazard</td>
<td>$X \rightarrow X$</td>
</tr>
<tr>
<td>$h_{X \rightarrow X}$</td>
<td>remission hazard</td>
<td>$X \rightarrow X$</td>
</tr>
</tbody>
</table>
deaths, but restricting attention to the group with disease X (where, for example, \( P \cdot \Delta t = 10,000 \)) the calculated hazard will be larger:

\[
h_{X \rightarrow D}(t) \approx \frac{\Delta P}{P \cdot \Delta t} = \frac{10}{10,000} = 0.001. \tag{6}
\]

The quantity in eq. (6) has the same units as that in eq. (5), but is a “case fatality hazard”. Note that the same transition events (e.g. “dying of disease X”) can be used to define different hazard rates depending on which population group is considered.

**Proportions and hazard rates**

Integration by parts of eq. (3) shows that the proportion of the population experiencing the transition in the time interval \( \Delta t \) (i.e. the “incident proportion”) is given by:

\[
\frac{\Phi P}{P(t_0)} \cdot \int_{t_0}^{t} e^{h(t)} \, dt = \frac{\Phi P}{P(t_0)} \cdot e^{\int_{t_0}^{t} h(t) \, dt} \tag{7}
\]

If the hazard is constant, that is, if \( h(t) = h(t_0) \), \( \int_{t_0}^{t} h(t) \, dt = \Delta t \), and the integral collapses. The incident proportion is then written:

\[
\frac{\Phi P}{P} \cdot \frac{1}{e^{h(t_0)} - h(t_0)} \tag{8}
\]

The incident proportion can always be interpreted as the average probability that an individual in the population will experience the transition event during the interval (e.g. for mortality, this probability can be written \( \pi_{P \rightarrow D} = \Delta P/P \)). The qualification “average” is dropped if individuals in \( P \) are homogeneous with respect to transition risk during the interval.

Even if the hazard is not constant, eq. (8) can be rearranged to give an alternative (exact) formula for calculating the equivalent constant hazard \( h \) yielding \( \Delta P \) transitions in the interval \( \Delta t \):

\[
h \approx \ln \left( \frac{1}{\frac{\Phi P}{P}} \right) = \ln \left( \frac{\Phi P}{P} \right) \tag{9}
\]

However, if the true hazard is constant during the interval, the “equivalent constant hazard” equals the “average hazard” and the “instantaneous rate”. The same identity applies when fluctuations in the underlying hazard are of no practical importance. PopMod requires the
assumption that hazards are constant within the unit of its standard reporting interval, defined by convention as one year.

Note that series expansion of \(\exp(-h \cdot \Delta t)\) or \(\ln(1 - \Delta P/P)\) shows that, for values of \(h \cdot \Delta t \ll 1\) and \(\Delta P/P \ll 1\), the equivalent constant hazard is well approximated by the time-normalized incident proportion, and vice versa, as in eq. (4):

\[
h \approx \frac{\Delta P}{\Delta t \cdot P}.
\]  (10)

**Case-fatality hazards**

Case-fatality hazards \(f_X\), \(f_C\), and \(f_{XC}\) are defined with respect to the specific populations \(X\), \(C\) and \(XC\), respectively:

\[
f_X = \frac{1}{\Phi} \ln \left( \frac{\Phi X}{X} \right),
\]  (11)

\[
f_C = \frac{1}{\Phi} \ln \left( \frac{\Phi C}{C} \right),
\]  (12)

\[
f_{XC} = \frac{1}{\Phi} \ln \left( \frac{\Phi XC}{XC} \right).
\]  (13)

**Mortality hazards**

Mortality hazards are defined with respect to the entire population, where cause-specific mortality hazards are conditional on cause of death:

\[
m_{\text{tot}} = \frac{1}{\Phi} \ln \left( \frac{\Phi T}{T} \right),
\]  (14)

\[
m_X = \frac{1}{\Phi} \ln \left( \frac{\Phi \cdot T}{T_{\rightarrow X \rightarrow D}} \right),
\]  (15)

\[
m_C = \frac{1}{\Phi} \ln \left( \frac{\Phi \cdot T}{T_{\rightarrow C \rightarrow D}} \right).
\]  (16)

The background mortality hazard \(m\) is defined as the instantaneous rate of deaths due to causes other than \(X\) or \(C\).
DISEASE INTERACTIONS

PopMod is typically used to simulate the evolution of a population subject to two disease conditions, where health status, health risk and mortality risk are conditional on disease state. Health status, health risk and mortality risk are plausibly conditional on disease state when the two primary disease conditions X and C interact. Such interactions can be analysed from various perspectives, for example, common risk factors, common treatments, common prognosis; however, the primary perspective adopted here for the purpose of analysis is that of “common prognosis”, by which is meant that the two conditions mutually influence prevalence, incidence, remission and mortality risk.

A previously cited example was that of ischaemic heart disease (X) and cerebrovascular disease (C): it is well known that individuals with either heart disease or stroke history have lower health status and higher mortality risk than individuals with neither of these conditions, and that individuals with heart disease are at increased risk for stroke and vice versa.

Furthermore, individuals with history of both heart disease and stroke (XC) are known to have higher mortality risk and lower health status than either individuals with only one of the disease histories or those with neither. However, in this example as in many others, information about the joint condition (heart disease and stroke) is scarce relative to information about the two individual conditions (heart disease or stroke). The obvious reason for this is that the population group with the joint condition is smaller in size and has a lower life expectancy, reducing opportunities for data collection.

THE PRESIMULATION PROBLEM

One of PopMod’s guiding principles, therefore, is that while an analyst has access to information about basic parameter values for the conditions X and C (i.e. prevalence rates and incidence, remission and either case-fatality or cause-specific mortality hazards), the same is not generally true for the joint condition XC. Thus, more or less by construction, the modelling situation is one in which data for the joint condition are scarce or unavailable, and must consequently be derived from data known for the individual conditions.

An important implication is that the data available for the individual conditions (X and C) will be reported in terms of overlapping populations. Where specifically noted, therefore, the notation in the left-hand column of Table 1 (Logical expressions) is used in the following, with the particular implication that “X”, for example, means “the population group with X including those members with C as well” (i.e. “X + XC” in differential equations terminology).

Once parameter values for the joint condition are determined, the minimum set of parameters required for population simulation are
known. This parameter-value problem—referred to here as the presimulation problem, since its solution must precede population simulation per se—can be divided into two principal parts: one concerning the prevalence rates defining the initial conditions (stocks) of the differential equations system, and the other the transition hazards defining its flows. These stocks and flows together make up the initial scenario of the population model. A cross-sectional approach is adopted in which deriving these two kinds of parameters values for the initial scenario are treated as separate problems.

The analytics of these derivations largely depend on which of a range of possible assumptions is made about the interactions of the two principal conditions. The simplest possible assumption is essentially an assumption of non-interaction (statistical independence). Since an understanding of the non-interacting case is an essential starting point for more complex interactions, it is discussed first.

**The independence assumption**

*Prevalence for the joint group*

When conditions X and C are statistically independent, the joint prevalence is the product of the individual (marginal) prevalences:

\[ P_{XC} = P_X \cdot P_C. \]  \hspace{1cm} (17)

*Transition hazards for the joint group*

Independence implies that the hazards for the group with X or C are equal to the corresponding hazards for the group without X or C (in eq. (18) populations are denoted in differential equations (disjoint) notation from the right-hand column of Table 1):

\[ h_{XC-\, C} = h_{X-\, s} \]

\[ h_{XC-\, X} = h_{C-\, s} \]  \hspace{1cm} (18)

\[ h_{C-\, XC} = h_{S-\, X} \]

\[ h_{X-\, XC} = h_{S-\, C} \]

*Joint case fatality hazard*

The probabilities \( P_{X\, y_{s, 0}} \) and \( P_{C\, y_{s, 0}} \) for an individual in group X or C to die of cause X or C, respectively, during an interval \( \Delta t \) are:
\[ p_{X \cap Y \cap D} = (1 - e^{-f_X \Phi}) = \frac{DY}{X} \] and \[ p_{C \cap Y \cap D} = (1 - e^{-f_C \Phi}) = \frac{DC}{C} \].

So the joint probability \( p_{X \cap Y \cap D} \) for someone in the group \( X \cap Y \) dying of either \( X \) or \( Y \) is given by the laws of probability:

\[
p_{X \cap Y \cap D} = p_{X \cap Y \cap D} + p_{C \cap Y \cap D} - (p_{X \cap Y \cap D} \Phi_{X \cap Y \cap D})
= (1 - e^{-f_X \Phi}) + (1 - e^{-f_C \Phi}) - (1 - e^{-f_X \Phi})(1 - e^{-f_C \Phi})
= 1 - e^{-f_X \Phi} - e^{-f_C \Phi}
= 1 - e^{-(f_X + f_C) \Phi}.
\]

Although individuals in the joint group \( X \cap Y \) are at risk of death from either \( X \) or \( Y \), or from other causes, the probability framework requires the assumption that they do not die of simultaneous causes (i.e. there is no cause of death “\( X \cap Y \)”).

The combined case-fatality rate \( f_{XY} \) is thus:

\[
f_{XY} = f_X + f_Y.
\]

This simple addition rule can be generalized to situations with more than two independent causes of death.

**Background mortality hazard**

The “background mortality hazard” \( m \) expresses mortality risk for population \( T \) due to any cause of death other than \( X \) and \( C \). The “independence assumption” claims \( m \) is independent of these causes, in other words, that \( m \) acts equally on all groups (in eqs. (22–25) populations are denoted in differential equations notation from the right-hand column of Table 1):

\[
m \partial T = m \partial T + X + C + X Y = m \partial T + m \partial Y + m \partial X + m \partial X Y.
\]

The total (“all cause” or “crude”) death hazard for the population is written \( m_{\text{tot}} \). The following identity expresses the constraint that deaths in population \( T \) equal the sum of deaths in populations \( S \), \( X \), \( C \) and \( X Y \):

\[
m_{\text{tot}} \partial T = m \partial T + (m + f_X) \partial Y + (m + f_C) \partial X + (m + f_{XY}) \partial X Y.
\]
Thus:

\[
\begin{align*}
\dot{m}_{\text{tot}} \dot{\alpha} &= m \dot{\alpha}_S + X + C + XC) + f_X \dot{\alpha}_X + f_C \dot{\alpha}_C + f_{XC} \dot{\alpha}_{XC} \\
&= m \dot{\alpha} + f_X \dot{\alpha}_X + f_C \dot{\alpha}_C + (f_X + f_C) \dot{\alpha}_{XC} \\
&= m \dot{\alpha} + f_X \dot{\alpha}_X + f_C \dot{\alpha}_C + f_C \dot{\alpha}_C + XC) + f_C \dot{\alpha}_C + XC). 
\end{align*}
\]

(24)

Since by definition group X or C contributes no deaths due to cause C or X, respectively:

\[
\begin{align*}
f_C \dot{\alpha}_C + XC) &= m_C \dot{\alpha}, \\
f_X \dot{\alpha}_X + XC) &= m_X \dot{\alpha},
\end{align*}
\]

(25) (26)

so:

\[
m_{\text{tot}} \dot{\alpha} = m \dot{\alpha} + m_X \dot{\alpha} + m_C \dot{\alpha}.
\]

(27)

Likewise, this rule is generalizable to scenarios with more than three \((m, X, C)\) independent causes of death.

**Relaxing the independence assumption**

As noted in the introduction, one of the primary reasons for the introduction of PopMod was to model disease interactions in a longitudinal population model. Modelling interactions requires relaxing the assumption of independence.

In the presimulation of the “stocks and flows” required for the initial scenario, three areas of interaction for the health states X and C can be distinguished. Having X (C) may make it more or less likely to:

1. have C (X),
2. acquire or recover from C (X),
3. die from C (X).

Note that while interaction (1) could alternatively be considered the cumulative result of interactions (2) and (3) in the past, this is not the approach adopted here.

**Interaction (1): Prevalence of the joint group**

In this and subsequent sections except where noted, we revert to the notation from the left-hand column of Table 1. Table 4 shows six possible cases for calculating prevalence of the joint group depending on the type
of information known about the disease interaction. The probability notation $\pi$ is used for prevalence, where $\pi_{X|C}$ is the probability of having disease $X$ among those who have disease $C$ and $\pi_X$ and $\pi_C$ are short forms for $\pi_{X|T}$ and $\pi_{C|T}$. Relative risk (RR) is defined here as a ratio of probabilities (risk ratio), for example, $RR_{C|X} = \pi_{C|X} / \pi_{C|\sim X}$ is the probability of having $X$ if $C$ is present over the probability of having $X$ if $C$ is not present.

Calculations for case 1 follow directly from the assumption of independence. Cases 2 and 3 follow directly from the definition of conditional probability. Cases 4 and 5 are derived as follows. Since the probability of belonging to the joint group is independent of which disease group is conditioned on, it is clear that:

$$\rho_{XC} = \rho_X \cdot \rho_C$$

Using the definition of conditional probability, we write:

$$\pi_X = \pi_{X|C} \cdot \pi_C + \pi_{X|\sim C} \cdot \pi_{\sim C}, \text{ and}$$

$$\pi_C = \pi_{C|X} \cdot \pi_X + \pi_{C|\sim X} \cdot \pi_{\sim X}. \tag{29}$$

Now supposing $RR_{X|C}$ or $RR_{C|X}$ is known, solving either for $\pi_{X|C}$ or $\pi_{C|X}$ and substituting the result into eq. (29) and solving again for $\pi_{X|C}$ and $\pi_{C|X}$ yields:

$$\rho_{X|C} = \rho_X / \rho_C - \rho_{-C} / RR_{X|C} \uparrow \text{ and}$$

$$\rho_{C|X} = \rho_C / \rho_X - \rho_{-X} / RR_{C|X} \uparrow \tag{30}$$

So again using the definition of conditional probability:

$$\rho_{XC} = \rho_X \cdot \rho_C / \rho_C - \rho_{-C} / RR_{X|C} \uparrow \text{ and}$$

$$\rho_{XC} = \rho_C \cdot \rho_X / \rho_X - \rho_{-X} / RR_{C|X} \uparrow \tag{31}$$

### Table 4 Options for calculating overlap probability $\pi_{XC}$

<table>
<thead>
<tr>
<th>Case</th>
<th>$\pi_{XC}$ calculated as</th>
<th>Comment</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$\rho_C \cdot \rho_X$</td>
<td>$C$ and $X$ are independent</td>
</tr>
<tr>
<td>2</td>
<td>$\rho_{CX} \cdot \rho_X$</td>
<td>$C$ and $X$ interact and $\rho_{CX}$ or $\rho_{XC}$ is known</td>
</tr>
<tr>
<td>3</td>
<td>$\rho_{XC} \cdot \rho_C$</td>
<td>$C$ and $X$ are dependent and the relative risk $RR_{XC}$ or $RR_{CX}$ is known</td>
</tr>
<tr>
<td>4</td>
<td>$\rho_C \cdot \rho_X / [\rho_C + (1 - \rho_C) / RR_{XC}]$</td>
<td>$X (C)$ either potentiates, or protects from, $C (X)$</td>
</tr>
<tr>
<td>5</td>
<td>$\rho_X \cdot \rho_C / [\rho_X + (1 - \rho_X) / RR_{CX}]$</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>$\rho_X \cdot \rho_C \cdot k$</td>
<td></td>
</tr>
</tbody>
</table>
Recalling \(1 - \pi_X = \pi_{\sim X}\) and \(1 - \pi_C = \pi_{\sim C}\), the required expressions in Table 4 are obtained.

The factor \(k\) in case 6 is an arbitrary multiplier that increases or reduces the prevalence of group \(XC\) compared to what would be obtained under independence, and lies between 0 and 1 if having one disease reduces the probability of having the other, and between 1 and \(\text{MAX}(1/\pi_C, 1/\pi_X)\) if having one disease makes it more likely to have the other. Upper bounds on \(k\) are easy to derive using the fact that \(\pi_{XC} = \pi_X = \pi_C\) when \(X\) and \(C\) are obligate symbiotes.

The six cases span a range of information availability about interaction of \(X\) and \(C\) on the prevalence of the joint condition:

- Case 1 assumes independence (no interaction).
- Case 2 and 3 assume conditional prevalence is known.
- Case 4 and 5 assume relative risk is known.
- Case 6 assumes a potentiation (or protection) factor can be defined.

\textit{Interaction (2): Incidence and remission for the joint group}

For incidence hazard, we write \(i\) and for remission hazard, \(r\). Consistent with “overlapping populations”, unless specifically noted, hazards are understood as “total hazards”, that is, \(i_X\) includes all incidence to \(X\) regardless of whether \(C\) is also present in the population at risk. Conditional hazards are denoted \(i_{X|\sim C}\) or \(i_{X|C}\) to signify “incidence to \(X\) in the group without \(C\)” and “incidence to \(X\) in the group with \(C\)”, respectively.

Consider total incidence \(i_X\) for the initial scenario. The product of total incidence to \(X\) and the total population without \(X\) (\(\sim X\)) must be equal to the sum of the products of the conditional incidences \((i_{X|\sim C}, i_{X|C})\) and the conditional populations \((\sim X\sim C, \sim XC)\):

\[
i_X \cdot (\sim X) = i_{X|\sim C} \cdot (\sim X \sim C) - i_{X|C} \cdot (\sim XC). \quad (32)
\]

Dividing by total population \(T\) yields:

\[
i_X \cdot \frac{(\sim X)}{(T)} = i_{X|\sim C} \cdot \frac{(\sim X \sim C)}{(T)} - i_{X|C} \cdot \frac{(\sim XC)}{(T)}, \quad (33)
\]

and replacing population ratios by the corresponding prevalence rates yields:

\[
i_X \cdot \rho_{\sim X} = i_{X|\sim C} \cdot \rho_{\sim X\sim C} - i_{X|C} \cdot \rho_{\sim XC}. \quad (34)
\]

Dividing both sides by \(\pi_{\sim X}\) yields the following expression for \(i_X\):
where:

\[
\rho_{-X} \approx \rho_{-X-C} - \rho_{-XC}.
\]  

(36)

It is therefore clear that total incidence to X is a weighted average of the conditional incidences, where the weights are the proportions of the population without X partitioned according to C status.

Recall that, in terms of the differential equations notation from the right-hand column of Table 1, \( \pi_{-X} = \pi_C + \pi_S, \pi_{-X-C} = \pi_S \) and \( \pi_{-XC} = \pi_C \), the values of which are determined according to one of the six cases defined above in interaction (1). Thus, when total hazard \( i_X \) is known, eq. (34) has only two unknowns (\( i_{X|C} \) and \( i_{X|C} \)). Clearly, if information on one or both conditional hazards is available, interaction (2) with respect to \( i_X \) is fully characterized for the initial scenario.

However, the guiding principle of the presimulation problem was that information on the non-overlapping populations (e.g. direct observation of the conditional hazards) is relatively scarce. When this is true, the unknown conditional hazards must remain undetermined unless one of the following three rate ratios (RR) is known or can be approximated:

\[
RR(i_X)_1 ? \frac{i_{X|C}}{i_{X|C}}, \quad RR(i_X)_2 ? \frac{i_{X|C}}{i_X}, \quad \text{or} \quad RR(i_X)_3 ? \frac{i_{X|C}}{i_X}. 
\]  

(37)

A similar situation applies to the total hazards \( i_C, r_C, \) and \( r_X \) for the initial scenario, that is, eq. (34) is one of a family of equations representing the relation between the total disease hazards and the corresponding conditional hazards for subpopulations:

\[
\begin{align*}
&i_X \cdot \rho_{-X} \equiv i_{X|C} \cdot \rho_{-X-C} - i_{X|C} \cdot \rho_{-XC} \\
&i_C \cdot \rho_{-C} \equiv i_{C|X} \cdot \rho_{C-X-C} - i_{C|X} \cdot \rho_{C-X-C} \\
&r_X \cdot \rho_X \equiv r_{X|C} \cdot \rho_{X-C} - r_{X|C} \cdot \rho_{XC} \\
&r_C \cdot \rho_C \equiv r_{C|X} \cdot \rho_{XC} - r_{C|X} \cdot \rho_{XC}.
\end{align*}
\]  

(38)

Note that, with respect to the initial scenario, eq. (38) forms a simultaneous system with eq. (31)—or one of the other methods of calculating \( \pi_{XC} \) noted in Table 4—and the system has a unique numerical solution whenever enough parameter values are known, that is, assuming the four total hazards are known, if one of the three following rate ratios (or its inverse) is known for each hazard:
Interaction (3): Mortality for the joint group

This interaction concerns causes of death. We assume that the all-cause mortality hazard $m_{\text{tot}}$ and the total (i.e. overlapping) case-fatality hazards $f_X$ and $f_C$ are known. It follows that:

\[
RR(i_X)_1 \sim \frac{i_{X|C}}{i_{X|-C}}, \quad RR(i_X)_2 \sim \frac{i_{X|-C}}{i_X}, \quad \text{or} \quad RR(i_X)_3 \sim \frac{i_{X|C}}{i_X}, \quad \text{and}
\]

\[
RR(i_C)_1 \sim \frac{i_{C|X}}{i_{C|-X}}, \quad RR(i_C)_2 \sim \frac{i_{C|-X}}{i_C}, \quad \text{or} \quad RR(i_C)_3 \sim \frac{i_{C|X}}{i_C}, \quad \text{and}
\]

\[
RR(r_X)_1 \sim \frac{r_{X|C}}{r_{X|-C}}, \quad RR(r_X)_2 \sim \frac{r_{X|-C}}{r_X}, \quad \text{or} \quad RR(r_X)_3 \sim \frac{r_{X|C}}{r_X}, \quad \text{and}
\]

\[
RR(r_C)_1 \sim \frac{r_{C|X}}{r_{C|-X}}, \quad RR(r_C)_2 \sim \frac{r_{C|-X}}{r_C}, \quad \text{or} \quad RR(r_C)_3 \sim \frac{r_{C|X}}{r_C}.
\]

Following a derivation similar to that in eqs (19) – (21), one can show that, given total case-fatality hazards $f_X$ and $f_C$, the case-fatality hazard for the joint condition is the sum of the conditional hazards:

\[
f_X \cdot \rho_X + f_{X|-C} \cdot \rho_{X|-C} - f_{X|C} \cdot \rho_{X|C}, \quad \text{and}
\]

\[
f_C \cdot \rho_C + f_{C|-X} \cdot \rho_{C|-X} - f_{C|X} \cdot \rho_{C|X}.
\]

Further, since:

\[
m_X \cdot T = f_{X|-C} \cdot (X \sim C) - f_{X|C} \cdot (X \sim C), \quad \text{and}
\]

\[
m_C \cdot T = f_{C|-X} \cdot (~ XC) - f_{C|X} \cdot (~ XC),
\]

so:

\[
m_X = f_{X|-C} \cdot \rho_{X|-C} - f_{X|C} \cdot \rho_{X|C},
\]

and:

\[
m_C = f_{C|-X} \cdot \rho_{C|-X} - f_{C|X} \cdot \rho_{C|X}.
\]
In other words, the cause-specific mortality hazards are weighted averages of the conditional case-fatality hazards, where weights are the proportions of the total population according to disease status regarding the other condition.

It remains true that:

\[
\frac{m}{m_{\text{tot}}} / \frac{m_X}{m_C},
\]

as in eq. (27).

*Other interactions*

Another interaction might involve relaxing the assumption of independence between background mortality hazard \(m\) and case-fatality hazards \(f_X\) and \(f_C\). However, in cases where such dependence is suspected or known, it may be possible to “work around” it by choosing appropriate definitions for \(X\) and \(C\). For example, to take the ischaemic heart disease (\(X\)) and stroke (\(C\)) example, suppose it is important for the research question to account for the fact that individuals with \(X\) or \(C\) are also at increased risk of mortality from other selected causes of death such as cardiac failure. While one approach might be to introduce a new box for cardiac failure, within the current structure of PopMod, the onus is effectively on the analyst to take into account such increased risk of background mortality by modifying the way state \(C\) is defined and by adjusting the corresponding incidence and case-fatality rates. For example, state \(C\) could be defined as “stroke and all other conditions (including cardiac failure) at increased risk due to heart disease”. Another type of exception to the general rule of independence between background mortality and cause-specific mortality would be the existence of any common causal modifiers of \(m\), \(f_X\) and \(f_C\), for example, the allocation of health-care expenditure.

**Modelling mechanics**

*Initial conditions*

PopMod describes population evolution conditional on initial conditions that define the state of the system at some initial time. These initial conditions consist of the population distribution in non-overlapping terms. If potentially overlapping populations (i.e. descriptions from the left hand side of Table 1) are considered, when the total prevalences \(p_X\) and \(p_C\) are known the non-overlapping population distribution can be fully determined by determining the prevalence of the joint group. Methods for this are discussed in the section *Disease interactions*.

*Runge-Kutta method*

The differential equation system is determined by its initial conditions and its parameters. An algebraic description of PopMod differential equation system—using notation from the right-hand side of Table 1—is:
Under specified conditions, which apply here, such a differential equation system has a unique solution, and the solution can be expressed in terms of the eigenvalues and eigenvectors of the $5 \times 5$ coefficient matrix.(10).

Since finding the required eigenvalues and eigenvectors is here equivalent to solving a fifth-degree polynomial equation, specialized solution algorithms—and access to a substantial amount of processor time—will generally be required. An attractive alternative is therefore the use of numerical techniques, since they yield solutions more cheaply, and without requiring custom routines.

In PopMod, the evolution of the population in time is approximated by a 4th-order Runge-Kutta method, or, optionally, by a 5th-order Runge-Kutta method.(10). The relevant time step is defined as a fraction of the standard reporting interval (the number of divisions of the basic reporting interval must in principle be divisible by 3, but to allow for the possibility of starting with mid-year values in the first year, the number of divisions must be divisible by 6 and the minimum number of divisions is fixed at 12). Note that an $n^\text{th}$-order numerical method will in general provide useful results so long as the differentials are smaller than $n^\text{th}$-order in the chosen time step.

Each population age- and sex group is modelled as a separate system, and age is updated by taking end-of-year solution values for the “age = $\alpha$” system as the initial values for the “age = $\alpha + 1$” system in the subsequent model year.

A 4th-order Runge-Kutta method provides solutions to differential equations of the type:

$$\frac{dS}{dt} = \left( \frac{h_{S \to X} + h_{S \to C} + h_{S \to D}}{} \right) \cdot S + \left( \frac{h_{X \to S}}{} \right) \cdot X + \left( \frac{h_{C \to S}}{} \right) \cdot C \tag{46a}$$

$$\frac{dX}{dt} = \left( \frac{h_{X \to S} + h_{X \to XC} + h_{X \to D}}{} \right) \cdot X + \left( \frac{h_{S \to X}}{} \right) \cdot S + \left( \frac{h_{XC \to X}}{} \right) \cdot XC \tag{46b}$$

$$\frac{dC}{dt} = \left( \frac{h_{C \to X} + h_{C \to XC} + h_{C \to D}}{} \right) \cdot C + \left( \frac{h_{S \to C}}{} \right) \cdot S + \left( \frac{h_{XC \to C}}{} \right) \cdot XC \tag{46c}$$

$$\frac{dXC}{dt} = \left( \frac{h_{XC \to X} + h_{XC \to C} + h_{XC \to D}}{} \right) \cdot XC + \left( \frac{h_{X \to XC}}{} \right) \cdot X + \left( \frac{h_{C \to XC}}{} \right) \cdot C \tag{46d}$$

$$\frac{dD}{dt} = \left( \frac{h_{S \to D}}{} \right) \cdot S + \left( \frac{h_{X \to D}}{} \right) \cdot XC + \left( \frac{h_{C \to D}}{} \right) \cdot C + \left( \frac{h_{XC \to D}}{} \right) \cdot XC \tag{46e}$$

and is defined by the ansatz (Euler method) that:

$$y_i(x + \Phi x) = y_i(x) + \Phi x \cdot f_i(x, y_i(x))$$

(48)
where:

\[ y_i(x + \Phi x) = y_i(x) + (k_{1i} + 2k_{2i} + 2k_{3i} + k_{4i})/6 + O(\Phi^5), \]

and

\[ k_{1i} = \Phi x \cdot f_i(x, y_i) \]

\[ k_{2i} = \Phi x \cdot f_i(x + \Phi x/2, y_i + k_{1i}/2) \]  \hspace{1cm} (49)

\[ k_{3i} = \Phi x \cdot f_i(x + \Phi x/2, y_i + k_{2i}/2) \]

\[ k_{4i} = \Phi x \cdot f_i(x + \Delta x, y_i + k_{3i}). \]

Note that here \( x = t, y_i = S, X, C, XC \) and D and that the differential equations (46a–46e) are not explicitly time dependent, that is, \( f_i(t, y_i(t)) = f_i(y_i(t)) \) (10).

**Output Interpretation**

Standard PopMod output reports \( P(t) \) for each population group as end-of-interval (e.g. year-end) values, corresponding to the standard life table quantity \( l_x \). An important derived quantity also included in output is the time at risk experienced by the group during the interval \( \int P(t) \, dt \), corresponding to the life table quantity \( L_x \) (sometimes called “life-years” or “person-years”).

For a constant population, population time at risk is calculated \( P \cdot \Delta t \). For PopMod populations, population time at risk for the interval \( b-a \) is calculated:

\[ P_{LY} \bigg|_a^b = \int_a^b P \, dt, \text{ for example } X_{LY} \bigg|_a^b = \int_a^b X \, dt. \]  \hspace{1cm} (50)

When the quantity resulting from eq. (50) with units “person-years” is divided by the length of the time interval with units “years”, average population size for the interval \( \hat{P} \), with units “persons”) is obtained:

\[ \hat{P} \bigg|_a^b = \frac{1}{b-a} \int_a^b P(t) \, dt. \]  \hspace{1cm} (51)

\( \hat{P} \) thus conforms to the definition of the expected value of the function \( P(t) \) on the interval \( b-a \). Since \( b-a \) is by convention one year (or “chronon” etc.), the normalization to the interval \( b-a \) means dividing by 1. Thus, since in this case the numerical quantity is unchanged, substituting different reporting units yields two equally valid interpretations for the same output:
the average population size $\hat{P} = E[P(t)]$ during the interval $\Delta t$, or
(2) the population time at risk $P_{LY}$ experienced during the interval $\Delta t$.

Interpretation (1) also corresponds to average (count) prevalence for the population.

When transition rates are “small” (i.e. the differentials are approximately linear), average population can be interpreted as mid-interval population. Under the same assumptions, mid-year population provides a good estimate of population time at risk.

PopMod numerically evaluates $P_{LY}$ with a standard Newton-Cotes formula for 4-point closed quadrature, sometimes also called Simpson’s 3/8-rule (11). The quadrature formula relies on the values of $P(t)$ determined by the Runge-Kutta method at multiples of the chosen time step. Since these values involve numerical estimation error, there is no simple expression for the order of accuracy of the different output values reported in PopMod (10).

**DISCUSSION**

**Advantages of the approach**

PopMod combines features of existing models (see below) with the possibility to analyse several disease states. It explicitly analyses time evolution and, even more importantly, abandons the constraint of independence of disease states.

A primary advantage of the approach adopted in PopMod is the separate modelling of age and time, and the type of bias inherent in models that do not do so has been previously pointed out (7). Moreover, it has been independently noted that, without this feature, life-table measures are constrained to adopt—somewhat artificially—either a “period” or a “cohort” perspective (6). The other chief advantage of PopMod is the ability to deal with heterogeneity of disease and mortality risk by modelling up to four disease states. No previously published generic population model has combined both these features. Note, however, that if disease conditions are independent, and population-dependent effects are not of interest, a multi-state life-table approach should probably be adopted (12).

A further advantage of PopMod is the introduction of a systematic analytical approach to the modelling of disease interactions. This by itself represents a relatively important advance, as modellers have until now been constrained to model only independent conditions. Furthermore, in spite of the increased informational demands made by a four-state system, the modelled functional dependency between X-related hazards conditional on C status, and vice versa, reduces the number of exogenous hazards that need to be directly observed. This is of substantial practical
importance, since, while direct observation of conditional hazards usually requires a cohort study, it will often be possible to obtain estimates of the required rate ratios from more common case-control studies (13).

Related models

In addition to the multi-state life table family (3;4), two additional families of mathematical models have some similarity to PopMod. One family comprises the class of models sometimes called incidence, prevalence and mortality (IPM) models (14–16). Another family (with until now one member) is that of published population models, in particular Prevent (17–20).

IPM models per se have no population or age structure; they can be conceived of as stationary population models (i.e. models of a population in equilibrium, where the numbers of births and deaths in an age group are equal). However, DisMod, probably the IPM model in most common use (14), has gone through several versions, and the current version allows for hazard trend analysis that relies on modelling a full population structure based on one-year age groups. Notwithstanding, IPM models analyse only a single disease condition in isolation, and, while Prevent was explicitly designed to analyse a full population cohort structure, it also analyses only a single disease condition.

Multi-state life tables analyse multiple disease states but published versions have invariably required the assumption of independence across diseases. In addition, multi-state life tables implicitly impose a stationary population assumption by not independently modelling population time and age.

Averaging and its implications

In all compartmental models, of which differential equations models are one type, it is assumed that health and mortality risk are conditional on disease state. In light of the seemingly infinite diversity of real phenomena, this assumption invariably results in “compression”, that is, the imposition of artificial homogeneity. In many cases, compression can be considered a necessary simplifying assumption for the modelling exercise, but in other cases, heterogeneity must be explicitly modelled to avoid the phenomenon of confounding. In a differential equations system, modelling heterogeneity of disease and mortality risk amounts to introducing additional disease states. Thus, PopMod, with four disease states, respresents a substantial increase in complexity over population models modelling only two disease states (e.g. diseased and healthy). PopMod of course includes the two-disease-state model as a special case.

There is also heterogeneity other than of disease and mortality risk. In particular, although real populations change in integer steps at discrete moments in time, a differential equation system represents this process in continuous time. However, this approximation is in general acceptably good when a large number of individuals comprise the population of
interest. Moreover, an implication of representing age in a discrete number of statistical bins is modelling a birth-year cohort as though it had a single average age. If births are distributed uniformly throughout the year, the average birthday of the cohort is the mid-year point, and there is no serious objection to this procedure. However, if the cohort average birthday is not be the mid-year point, PopMod's modelled age will differ from the true average age.

It is assumed that conditional hazards are constant within a single reporting interval (e.g. one year), which will in principle be problematic for conditions with high initial case-fatality, for example heart attack (or stroke). This sort of problem can be addressed by defining condition C as “acutely fatal cases” and condition X as “long-term survivors”. Similarly, for conditions of determinate duration (e.g. pregnancy), use of a constant hazard rate for “remission” will result in an exponential distribution of waiting time for transition out of the state, whereas a uniform distribution of waiting time is what would be wanted.

All compartmental population models are fundamentally simplifications of reality by means of a system of reduced dimensionality. The mathematical concept of “projection” is useful: the simplified system can be thought of as a “least-squares approximation” to the higher-order real system (21). The validity of input parameter values and the accuracy of the solution method determine the actual goodness of fit realized in a particular model. Nevertheless, compression applies to every modelled variable in a differential equations model. Other modelling approaches, such as microsimulation, require much less compression, so the user who wishes to avoid compression systematically should consider adopting the microsimulation approach.

Types of error in PopMod
Sources of error in PopMod can be divided into three types:

1. Model (or “projection”) error due to analysing a simplified system instead of the full one. Model error includes the characterization of scenarios for disease interaction.
2. Numerical error due to obtaining approximate solution values with numerical techniques.
3. Parameter error due to uncertainty about observed or derived parameter values.

The 5th-order Runge-Kutta method provides an estimate of the local truncation error inherent in the 4th-order numerical technique. Monte-Carlo analysis of distributions around transition rates can be used to examine parameter uncertainty. However, comparison with a more complex model would be necessary for quantification of model error. A way of investigating the impact of model error would be to construct progressively more realistic and complex models. A spectrum of models,
from least to most complex, can thus be imagined, where the “most complex” and necessarily imaginary model has a one-to-one relation to real system it represents. The difference between the results of two adjacent models in such a series would be an expression of model error analogous to the estimate of numerical truncation error afforded by the next-higher-order numerical method.

Although intuitively natural and mathematically valid, in most situations it would be impractical to quantify model error in this laborious way. Nevertheless, model error may, in certain data-rich cases, be estimated by “predicting” outcomes for which numerical data are available for comparison but which are not used as inputs.

Limiting assumptions

Although any state transitions are in principle possible, PopMod assumes that transitions $S \rightarrow XC$ and $X \rightarrow C$ do not occur. This is because such transitions can be thought of as the simultaneous occurrence of two transitions (for example, $S \rightarrow XC$ equals $S \rightarrow X$ plus $X \rightarrow XC$). Note that this does not imply events $S \rightarrow XC$ and $X \rightarrow C$ cannot occur within a single reporting interval; rather, it just means the mathematics of PopMod do not represent simultaneous events. A similar feature is the absence of a modelled cause of death “XC”.

However, the non-modelled transition $S \rightarrow XC$ can be imagined if someone in state S simultaneously acquires X and C as a result of, say, very high levels of common risk factors (i.e. someone who suffers a simultaneous heart attack and stroke because of high blood pressure and cholesterol). If such a “simultaneous event” results in mortality, one could potentially speak of a cause of death “XC”. Similarly, the non-modelled transition $X \rightarrow C$ could occur if there were “perfect interference” between two diseases such that acquiring C caused immediate remission from X. If either of these cases is important, PopMod can miss important dynamics.
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3 Program costs in the economic evaluation of health interventions
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Abstract

Estimating the costs of health interventions is important to policy-makers for a number of reasons including the fact that the results can be used as a component in the assessment and improvement of their health system performance. Costs can, for example, be used to assess if scarce resources are being used efficiently or whether there is scope to reallocate them in a way that would lead to improvements in population health. As part of its WHO-CHOICE project, WHO has been developing a database on the overall costs of health interventions in different parts of the world as an input to discussions about priority setting.

Programme costs, defined as costs incurred at the administrative levels outside the point of delivery of health care to beneficiaries, may comprise an important component of total costs. Cost-effectiveness analysis has sometimes omitted them if the main focus has been on personal curative interventions or on the costs of making small changes within the existing administrative set-up. However, this is not appropriate for non-personal interventions where programme costs are likely to comprise a substantial proportion of total costs, or for sectoral analysis where questions of how best to reallocate all existing health resources, including administrative resources, are being considered.
This paper presents a first effort to systematically estimate programme costs for many health interventions in different regions of the world. The approach includes the quantification of resource inputs, choice of resource prices, and accounts for different levels of population coverage. By using an ingredients approach, and making tools available on the World Wide Web, analysts can adapt the programme costs reported here to their local settings. We report results for a selected number of health interventions and show that programme costs vary considerably across interventions and across regions, and that they can contribute substantially to the overall costs of interventions.

Introduction

Estimating the costs of health interventions is important to policy-makers for a number of reasons including the fact that the results can be used as a component in the assessment and improvement of the performance of their health systems. As part of its WHO-CHOICE cost-effectiveness work programme (go to www.who.int/evidence/cea for more details), WHO has undertaken an effort to assess the overall costs and effects of a wide variety of health interventions (1). Single global estimates of intervention costs are not relevant to individual countries. On the other hand, very few countries are able to estimate the costs of all possible interventions in their settings. WHO-CHOICE is, therefore, assessing the costs and effects of a range of interventions for 14 epidemiologic subregions of the world. The provision of subregional estimates allows interventions to be classified into broad categories for decision-making that have broad validity across that set of countries—e.g. those that are very cost-effective, those that are cost-effective, and those that are cost-ineffective. Policy-makers can then ask if there are good reasons why very cost-effective interventions are not done in their setting, while at the same time cost-ineffective interventions are being done (2). The results will be presented in a way that analysts from countries in each region will be able to judge the appropriateness of the findings for their country and adapt them to their own settings. In the future, WHO-CHOICE will provide technical assistance to selected countries interested in applying the tools of generalized cost-effectiveness analyses.

Costs can be divided into «patient costs» and non-patient or «programme costs». Patient costs refer to all costs at the point of delivery such as outpatient visits, bed days, drugs, or laboratory tests. Programme costs include costs incurred at the administrative levels of the district, provincial or central-levels, i.e. the costs incurred at a level other than the
delivery point of an intervention to beneficiaries. The components include such items as administration, training or media campaigns (3). It is not uncommon for analysts to ignore programme costs when performing CEA. For example, only one (4) out of nine studies examining the cost-effectiveness of tuberculosis treatment strategies clearly showed that programme costs had been incorporated (5). That study estimated the average cost of different ways of directly observing tuberculosis treatment as a means of improving adherence. For the option of completely ambulatory short course chemotherapy with daily supervision, programme costs accounted for 33%, 16% and 34% of estimated total costs in Mozambique, Malawi and Tanzania in turn. These findings suggest that programme costs can be a substantial proportion of total costs, and that the proportion may well vary across settings. They also mean that using a simple rule of thumb in which programme costs are assumed to be a fixed percentage of patient costs may not always be appropriate—although probably preferable than ignoring this category of cost completely (6;7).

While most CEA guidelines recommend including all relevant costs that vary between programmes, studies may ignore them because they use an “incremental” approach to costing—comparing the introduction of a new technology against an existing intervention (8;9). These studies are concerned with marginal changes in costs and effects; they assume that overhead items such as programme costs will remain approximately the same for each alternative being compared, and will not affect the choice between the given alternatives (8). However, this is simply not appropriate when considering non-personal health interventions, such as mass media campaigns to encourage people to exercise more, where virtually the entire intervention consists of programme costs. Nor is it appropriate in many personal health interventions, such as the tuberculosis case described above, or when analysts are interested in answering the question of how best to use existing health resources to improve population health (10).

This paper presents the systematic method for estimating programme costs for health interventions across settings used for WHO-CHOICE. The method and the resulting estimates can be used for different purposes, e.g. cost-effectiveness analysis (CEA) and other types of costing exercises such as estimating the costs of scaling-up interventions as part of the activities of such bodies as the Global Fund to Fight AIDS, Tuberculosis and Malaria. The following section presents the methods for identifying, collecting and calculating programme costs, including consideration of the theoretical basis for calculating programme costs. The third section presents an application of the approach including programme cost estimates for a number of interventions. Conclusions are presented in the final section.
METHODS
This section describes the methods used in calculating programme costs as part of WHO-CHOICE. The first part discusses the theoretical approach for defining relevant costs. The second and third parts document the methods used to determine the amount of resource use and their prices. The last part elucidates a means of accounting for different coverage levels of an intervention.

CONCEPTUAL APPROACH
Observed prices or charges do not necessarily reflect economic value. Generally, the economic definition of costs should be used in cost valuation, not the accounting (or financial) definition. This is based on the concept of “opportunity cost”, i.e. the value forgone by not utilizing the same resource in its next best alternative use (11;12). The concept implies that all resources consumed by an intervention should be valued, not just those constituting a budgetary line item.

In collecting costs, several basic issues concerning the costing process arise. The following issues outline the approach used to determine costs.

1. Joint or overhead costs
Programme cost analysis to inform decisions at the sectoral level requires information on the costs of introducing each intervention singly and also in combination with other related interventions. This requires identifying all resources involved to establish and run each intervention, including the necessary overheads.

The simplest way to identify intervention-specific overhead costs is to identify shared resources used by the different interventions and use joint costing rules or some basis of allocation related to the usage of the overhead item (8). The percentage of time devoted to each individual intervention was used to allocate personnel costs and the share of equipment used. Similarly with buildings and vehicles, the proportion of intervention-specific utilization to total utilization was used (8;13). This implies that the resources are divisible, or can be shared across interventions (e.g. it is feasible to use 0.2 vehicles for an individual intervention). This is appropriate since most resources can be shared across interventions and programmes, and particular types of personnel, transport, and buildings can be hired in the short term or rented out to other users. In theory, all costs related to a set of evaluated interventions could be allocated. However, WHO-CHOICE excludes two major types of ‘ongoing’ costs in this context. First, some of the costs of central administration are not included—those that are part of the overall planning and management of the health system that are unrelated to the development and implementation of particular interventions aimed at improving health. Second, the current level of education of health professionals is excluded; if the skills required to deliver an intervention
are available in the country under study, training costs to develop those skills are not included in the programme costs since a reallocation of health system resources does not affect these costs.

2. *Capacity utilization*

The extent to which capital and labor are used can critically influence unit costs \((5;8)\). Capacity utilization is defined as the proportion of the total target workload time a resource is actually used; for example, a computer used 5 hours in a 10 hour work day has a capacity utilisation of 50%. In comparing the cost-effectiveness of interventions, it is important to ensure that the observed differences are due to the intrinsic characteristics of the intervention rather than the extent to which capital and labor have been utilized in the environment in which the interventions were evaluated. WHO-CHOICE seeks to inform policy-makers on the optimum mix of interventions if health resources could be reallocated. It is not useful to perform this analysis by analyzing some interventions that are delivered inefficiently and others delivered efficiently. Therefore, for this analysis we report the cost-effectiveness estimates of interventions that are done efficiently, using 80% capacity utilization as the norm. This is consistent with recommendations made in CEA guidelines and ensures the comparability of cost-effectiveness ratios across interventions and settings \((8;9)\).

3. *Ingredients approach*

Rather than collecting data on total expenditures, the ingredients approach is used. The cost of any input to a production process is the product of the quantity used and the value (or price) of each unit. The ingredients approach is useful for many reasons, the most important are that it allows analysts and policy-makers to validate the assumptions used; judge whether the estimates presented can be applied to their settings; and, if necessary, change some of the parameters to replicate the analysis for their settings \((3;13;14)\).

4. *Classification of costs*

Costs are classified according to three characteristics: phase of implementation of the intervention, organizational level where costs are incurred, and nature of costs. This can be classified in the following three categories, with primary classifications listed first:

- **Start-up** and **Post Start-up** costs: Programmes incur different types of costs in the start-up and post-implementation phases. The definition of the start-up period is the time between the decision to implement an intervention and starting its delivery to the first beneficiary. Quantities are reported for the total time of the start-up period. If the start-up period is 18 months, the quantities used for the entire time are reported. Post start-up programme costs for the full period of
implementation of the intervention were based on an estimate of the annual cost required to run the intervention in a typical post start-up year when the programme is fully implemented.

- **Central** versus **Lower Levels** costs: Factor inputs are classified according to where in the administrative and organizational level of the health system they are used. In this analysis we collected cost data from three programme-cost levels: central, provincial and district levels, but the data can be easily adapted to the relevant administrative classification in different settings.

- **Recurrent** versus **Capital** costs: Factor inputs are further classified into recurrent and capital items. Following standard practice, capital costs are annualized over the useful life of the factor input, i.e. the ‘equivalent annual costs’ are calculated.

5. Discounts across time

For country-specific analysis, the local rate of return on long-term government bonds would ideally be used as the social discount rate for costs. For our purposes, to allow comparability across regions, a 3% discount rate was used as recommended by most guidelines (8).

Total start-up costs of the programme were considered as a capital investment and annualized and discounted over the life of the programme. For country-specific analysis, the choice of the period over which start-up costs should be annualised would be made on a case by case basis, but to allow comparability for the sub regional analysis, 10 years was chosen as the useful life of a start-up period (3). The sensitivity of the analysis to this assumption was explored in the individual intervention studies.

**Data on quantities**

In the period 2001-2, WHO-CHOICE invited regional expert teams representing countries from each of the 14 epidemiologic sub regions to gather the quantities of physical inputs (the ingredients) required for approximately 75 interventions using a standard tool (see Endnotes section, Note 1 for details of the data collection tools and procedures). Most of the ingredients were for specific interventions, but some were for generic cost components which could be used in a number of interventions—for example, the cost of training health workers on case management using different combinations of number of days, and number of participants.

The data they provided were compiled and compared to form the basis of a set of costing sheets for the different activities covered by programme costs. Next, a list of required activities and the intensity of each activity was compiled for each intervention. For example, media outreach was classified into four intensities: extensive (daily or more radio and television emissions), moderate (weekly emissions), minimal (monthly emissions or less), and printed material only (for programmes which have
some information distribution requirements). Further activities included basic administration, monitoring, evaluation, and supervision, passage of legislation, training, and law enforcement. Other activities relevant only to one or a few programmes were entered separately. Training was divided into the costs involved in setting-up and running a specific training session, and the costs of overseeing and administering a training programme. The former costs are considered to vary with the number of trainees and length of training, while the latter were considered a fixed cost needed to run any training programme, no matter how many trainees or the length of training. The use of this standardized format ensures that different programmes are valued consistently based on the activities needed. This, in turn, ensures comparability of results.

Quantities were divided into fixed and variable costs. Fixed costs include those necessary to set up and run a programme no matter how many people are covered. Some examples of fixed cost include parts of the central administration, passage of legislation, and basic monitoring activities. Some examples of items that vary by the number of people covered include people delivering a service, the amount of storage space and shipment needed, supervision, and the production of printed information materials.

The required quantities of inputs were based on the estimates by the regional expert teams. However, because there was missing data for some interventions in some regions, the quantities for the variable and fixed cost functions were standardized across regions for most interventions (this was done except in cases where difference between regions is clearly justifiable, such as random breath testing of motor vehicle drivers where significantly different traffic patterns across regions would result in very different needs for enforcement). Because of different sizes of countries within the various regions, variable costs obviously varied by region (this builds in economies of scale, where fixed costs are spread over populations of different sizes).

The regional expert teams also estimated details such as the office supplies, equipment, and office space different staff members would consume in a year. Based on these assumptions, the quantities of utilities used and maintenance costs were also estimated (further details can be found at www.who.int/evidence/cea). Within the broad categories outlined in the conceptual approach section, inputs were classified in the manner reported in Table 1.
### Table 1  Cost categories in programme cost sheet

<table>
<thead>
<tr>
<th>A. Recurrent cost</th>
<th>Personnel time allocated to each intervention is netted out from time spent by those personnel in other interventions. Personnel time used in the start-up and post start-up periods is expressed in person-months.</th>
</tr>
</thead>
<tbody>
<tr>
<td>A.1. Personnel</td>
<td>Materials and supplies in terms of the quantities used for the programme. Examples are office supplies that are used by the programme.</td>
</tr>
<tr>
<td>A.2. Materials &amp; Supplies</td>
<td>Media inputs such as radio or television time, leaflets or posters are provided in terms of their unit of measurement (e.g. minutes for radio, or quarter page ads in newspapers).</td>
</tr>
<tr>
<td>A.3. Media operating costs</td>
<td>Transport is measured in terms of total kilometers traveled per mean of transport.</td>
</tr>
<tr>
<td>A.4. Transport operating costs</td>
<td>In cases when equipment is rented, the number of equipment and the duration of rental (in months) are reported.</td>
</tr>
<tr>
<td>A.5. Equipment operating costs</td>
<td>Maintenance costs are listed as a percentage of annual costs.</td>
</tr>
<tr>
<td>A.6. Maintenance</td>
<td>The amounts of utility items allocated to the programme are listed here. Examples of utility items are electricity, gas, and water. The allocation of the quantities used by the programme is based on the square meter surface area used by the programme, after applying any further allocation needed if the space is shared with other programmes.</td>
</tr>
<tr>
<td>A.7. Utilities</td>
<td>In case buildings are rented, both the total square meter surface area of the buildings and the duration of rental (in months) are used.</td>
</tr>
<tr>
<td>A.8. Others</td>
<td>The types of personnel who are entitled for per diems and travel are listed. The types reflect the activity they are involved in, e.g. trainers, trainees, support staff in meetings, participants of meetings, supervisors visiting health facilities etc. Reported by the number of days per type of personnel.</td>
</tr>
<tr>
<td>A.8.1. Rented buildings</td>
<td>Any other category of recurrent resources used that is not provided in the list are reported here by identifying the item and the quantities used.</td>
</tr>
<tr>
<td>A.8.2. Per diems and travel allowances</td>
<td>Space used by the programme are reported in terms of the total square meter surface area allocated to that programme, i.e., if the space used by the programme is shared with other activities, the share of the space used for the programme under study are estimated and the value are entered here.</td>
</tr>
<tr>
<td>A.8.3. Miscellaneous items</td>
<td>The number of means of transport used by the programme is listed here. If they are only partly used, the estimated share of their use are entered.</td>
</tr>
<tr>
<td>B. Capital Costs</td>
<td>The number of office equipment, storage and distribution, maintenance, cleaning and other capital equipment are reported here. If they are only partly used, appropriate allocation is made, using the same allocation factors used for building space.</td>
</tr>
<tr>
<td>B.1. Building</td>
<td>See point B.3 above.</td>
</tr>
<tr>
<td>B.2. Transport</td>
<td>This section is used to report any other capital resources used by the programme.</td>
</tr>
<tr>
<td>B.3. Equipment and implements</td>
<td>This section is used to report any other capital resources used by the programme.</td>
</tr>
<tr>
<td>B.4. Furniture</td>
<td></td>
</tr>
<tr>
<td>B.5. Other capital costs</td>
<td></td>
</tr>
</tbody>
</table>
DATA ON PRICES

This analysis requires the unit prices used to reflect the economic cost of goods, and allow for inter-country comparison of costs of interventions. For this purpose, the world price level was chosen as the *numeraire* or price level \( (11) \), and a reference currency, i.e., the International Dollar \( (I\$) \), was chosen for the presentation of the results at the international level. Costs in local country currency units were converted to international dollars using purchasing power parity (PPP) exchange rates. A PPP exchange rate is the number of units of a country’s currency required to buy the same amounts of goods and services in the domestic market of a reference country, in this case the United States. An international dollar is, therefore, a hypothetical currency that is used as a means of translating and comparing costs from one country to the other. Because published estimates of PPPs do not cover all 192 countries that are members of WHO, the PPP exchange rates used in this analysis were developed by WHO and are available on the WHO-CHOICE website.

*Prices for traded goods*

Traded goods are commodities that are available on the international market, and all countries can purchase them at an international market price. Since the international market price reflects the opportunity cost of using a good to the country, it is used as the price for traded goods, adjusted to include cost, insurance and freight (c.i.f.) for imported goods and free on board (f.o.b.) for exported goods.

International prices were derived from price indexes compiled in WHO publications and catalogues of prices from firms and non-governmental organizations operating at an international level that excluded costs of shipment and taxes. These international values were placed in a common currency (year 2000 I\$) using World Bank Gross Domestic Product (GDP) deflators, or, when GDP deflators were unavailable, Consumer Price Index deflators \( (15) \).

Generally, for small items that can be bought in bulk, the lowest internationally listed price was selected. This assumes the existence of a basic health infrastructure, enabling the purchase of items in bulk. For larger items, a middle level price was selected to represent a “typical” price. In some cases, the price range for a good was too big to justify the use of a mid-level price. For example, a given model of a four-wheel-drive vehicle can range in price from US\$ 15,000 to US\$ 25,000. Thus, for vehicle prices, generators, and other large cost items, the regional expert teams were asked to provide the local price of goods excluding taxes and subsidies.

The f.o.b. (free-on-board) price of exports includes the production cost, transport costs, local marketing costs and local port charges of the exporting country \( (16) \). The c.i.f. (cost-insurance-freight) price excludes import duties and subsidies (transfer payments), and includes the selling price of the producing country, freight, insurance, and unloading charges.
If a country imports the good, the costs of local transport and distribution (termed ‘domestic margin’) were added to the c.i.f. price in order to approximate the local opportunity cost (16). Methods for calculating c.i.f./f.o.b. adjustments are discussed in the section on coverage levels.

**Prices for non-traded goods**

Prices of non-traded goods like labour vary across regions. The regional expert teams provided local prices for non-traded goods for reference countries in their regions. Where possible, supplementary information from other sources on country-specific prices of non-traded goods, such as the International Labour Organization (ILO) database on occupational salaries, was also used to determine a typical cost for the region as a whole.

**Coverage Levels**

As coverage expands into remote areas, the marginal costs of providing an intervention to each additional person will generally increase (17–19). To account for the increasing marginal costs of transportation to more remote areas, the following methods were used to adjust costs for different levels of population coverage. Transportation costs consist of the cost of transporting goods to a country (c.i.f./f.o.b.) and transporting goods within a country (the domestic margin).

**Adjusting prices for traded goods**

The calculation of the cost of transportation was based on the only available study showing the percentage change in the price of a traded good based on the distance it travels between countries, the transportation infrastructure and the average GDP per capita of a country, and other variables relating to the availability of seaports, neighbouring trade partners, etc. (20). For purposes of calculating the c.i.f./f.o.b. mark-up of goods, an infrastructure index was calculated and applied using the price elasticity coefficients reported in Limão and Venables (21). Table 2 illustrates the results of this analysis for selected countries in different regions with the c.i.f./f.o.b. mark-up ranging from 1.16 (16% increase in price) in Denmark to 1.71 in Afghanistan, with a median mark-up of 1.28.

The domestic margin was calculated based on a hexagon shaped regional distribution model (22). Each hexagon was assumed to cover 80 square kilometres, approximating the area served by one health centre reflecting a circular area with a radius of 5 km (23). The population of each hexagon was derived from Geographical Information System (GIS) data on the population density of a country. In this model, the population density of the most crowded 80 square kilometres is assumed to be at the centre of the country, with hexagons further from the centre having progressively lower population densities. Thus, in the case of Burkina Faso, 4% of the population is assumed to live in the central hexagon, while only 2% of the population is assumed to live in the adjacent hexagon.
Each country is also divided into provinces and districts based on the number of provinces and districts reported by WHO databases. In cases where the number of secondary or tertiary administrative units was not certain, an average was taken from the available sources. The average size of a province or district was calculated by dividing the total area of a country by the number of provinces or districts, which were then incorporated into the hexagonal grid. A traded good was assumed to travel, on average, half the distance from the central hexagon to the centre of the most peripheral province, and then to the centre of a district. The Limão and Venables price elasticity for distance was then used with this calculated distance to derive the domestic margin. Since, in this model, the central areas are more crowded than outlying areas, a programme covering 50% of the population will have a proportionately lower mark-up than a programme covering 95% of the population. However, as shown in Table 2, the domestic margin is a minor cost compared to the cost of initially transporting a good to the country.

### Table 2: Mark-up of goods to account for the cost of transport

<table>
<thead>
<tr>
<th>Country</th>
<th>CIF/FOB Ratio</th>
<th>Domestic Margin</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>50% Coverage</td>
</tr>
<tr>
<td>Afghanistan</td>
<td>1.71</td>
<td>1.73</td>
</tr>
<tr>
<td>Brunei Darussalam</td>
<td>1.24</td>
<td>1.25</td>
</tr>
<tr>
<td>Burkina Faso</td>
<td>1.49</td>
<td>1.50</td>
</tr>
<tr>
<td>China</td>
<td>1.30</td>
<td>1.30</td>
</tr>
<tr>
<td>Denmark</td>
<td>1.16</td>
<td>1.16</td>
</tr>
<tr>
<td>India</td>
<td>1.24</td>
<td>1.24</td>
</tr>
<tr>
<td>Jordan</td>
<td>1.31</td>
<td>1.31</td>
</tr>
<tr>
<td>Mexico</td>
<td>1.27</td>
<td>1.27</td>
</tr>
<tr>
<td>Nicaragua</td>
<td>1.41</td>
<td>1.41</td>
</tr>
<tr>
<td>Russian Federation</td>
<td>1.26</td>
<td>1.27</td>
</tr>
<tr>
<td>Thailand</td>
<td>1.29</td>
<td>1.29</td>
</tr>
<tr>
<td>The former Yugoslavia of Macedonia</td>
<td>1.22</td>
<td>1.22</td>
</tr>
<tr>
<td>United Republic of Tanzania</td>
<td>1.42</td>
<td>1.43</td>
</tr>
<tr>
<td>United States of America</td>
<td>1.18</td>
<td>1.19</td>
</tr>
</tbody>
</table>

Impact on resource utilization

When an intervention covers a larger part of the population, the resources required to run the intervention also increase. As coverage goes up, certain cost parameter values were increased as follows:
• As indicated above, the hexagon shaped regional distribution model assumes a health centre for every 80 square kilometres of space. This implies that health centres may not always run at 80% capacity, since more remote areas may have a very low population density. Since costs of training of health care professionals are independent of population density, these costs—expressed as costs per capita—will increase as coverage levels increase.

• The number of provinces covered increases as coverage expands. Under the assumptions listed above, one or two provinces may contain 50% or more of the population. Thus, as coverage expands, the number of provinces covered will increase, but each new province covered will have fewer people. Since there are fixed costs associated with running a programme at the province level, this produces diseconomies of scale.

• The distance travelled in a supervision visit increases. At the national level, this is calculated as the distance from the centre to the most remote province covered (the average distance would be half the distance from the center to the periphery; however, because supervision visits are assumed to be round trips, the full distance from the center to the periphery is used). The distance travelled for supervision visits within provinces is similarly calculated.

• Thus, the number of programme staff involved in supervision activities needs to increase both in proportion to the increased distances covered and to account for the increased number of provinces. Each province was assumed to need an equal number of supervision visits.

It is possible that salaries may be higher in very remote areas to give health personnel extra incentive to relocate to these areas. In the absence of data, this factor was not incorporated.

Organizing and Using the Data

The predicted quantities of resources needed were multiplied by their respective prices to calculate the total programme costs for a ten-year period of implementation. These ten-year costs are calculated in year 2000 international dollars using a standard net present value formula (8).

Validation

Once the data had been collected and analysed, the accuracy of the data was verified. Where possible, previous costing or CE studies which included programme costs were used as a benchmark for comparison, but very few presented programme cost estimates using the ingredients approach (e.g. (24)). In addition, disease and public health experts or programme managers who are familiar with the particular interventions and settings for a number of diseases reviewed the final costing figures. In the cases where the estimates did not have face validity, controls were made to ensure that there had not been mistakes with coding, and discussions were held with the regional costing experts to confirm the basis of their quantity and price estimates.
RESULTS

WHO-CHOICE has used the methods described above to produce a set of cost-effectiveness estimates, initially for 14 epidemiologic sub regions (25). Table 3 reports the average annual programme cost per capita, and as a percentage of total intervention cost per capita, for selected interventions in these regions. Costs are presented in 2000 International dollars. The table shows that programme costs vary across interventions and across regions for a given intervention. For example, cost per capita of educating sex workers totals $0.01 in SearB, whereas it amounts to $0.07 in AfrE. For a population of 100 million people, this would mean programme costs differ substantially—$1 million in the former and $7 million in the latter sub region. Variations are caused by differences in the number of sex workers and in the number of social workers required to train sex worker peer educators, and to differences in regional price levels of inputs. (Note also that a straight comparison of cost per capita across interventions is misleading in deciding whether an intervention is of low cost or more expensive at a population level, because there is wide variation in the target populations for each of these interventions.)

The importance of programme cost in comparison with patient cost also varies by intervention and by region. Obviously, non-personal interventions such as the introduction of random breath testing for drivers to reduce the burden of motor vehicle accidents consists entirely of programme costs. On the other hand, the provision of brief physician advice to heavy alcohol users consists largely of patient costs, with programme costs ranging from less than 1% of total costs to almost 30%

The tools used to estimate these results are available on the Internet at http://www.who.int/evidence/cea for use by local analysts. They include:

- a database of prices for traded goods,
- a database listing the reported useful life of capital goods,
- a workbook listing activities used in programme costs together with assumptions of quantities of resources used based on the data collected by WHO, and
- a costing tool CostIt© to calculate and present the final results of the costing exercise.

All of the estimates presented could be modified by analysts to suit the particularities of their own setting. In adapting these tools, analysts have to assess if the assumptions outlined in this paper are appropriate for their own setting. The following list highlights some major considerations:
### Table 3: Average annual program cost per capita for selected interventions in GBD regions* (2000 $)

<table>
<thead>
<tr>
<th>Disease / intervention</th>
<th>HIV/AIDS: Preventing mother-to-child transmission</th>
<th>HIV/AIDS: Educating sex workers</th>
<th>Alcohol: Random breath testing of drivers**</th>
<th>Alcohol: Brief physician advice to reduce heavy alcohol use†</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Coverage level</td>
<td>Antenatal care coverage††</td>
<td>50% PC as % of total costs</td>
<td>80% PC as % of total costs</td>
</tr>
<tr>
<td>GBD2000 region‡</td>
<td>PC‡‡</td>
<td>PC as % of total costs</td>
<td>PC as % of total costs</td>
<td>PC as % of total costs</td>
</tr>
<tr>
<td>AfrD</td>
<td>$0.08</td>
<td>$0.05</td>
<td>70%</td>
<td>$0.06</td>
</tr>
<tr>
<td>AfrE</td>
<td>$0.15</td>
<td>$0.07</td>
<td>74%</td>
<td>$0.09</td>
</tr>
<tr>
<td>AmrA</td>
<td>$0.19</td>
<td>$0.06</td>
<td>92%</td>
<td>$0.09</td>
</tr>
<tr>
<td>AmrB</td>
<td>$0.05</td>
<td>$0.02</td>
<td>84%</td>
<td>$0.03</td>
</tr>
<tr>
<td>AmrD</td>
<td>$0.03</td>
<td>$0.02</td>
<td>62%</td>
<td>$0.02</td>
</tr>
<tr>
<td>EmrB</td>
<td>$0.11</td>
<td>$0.08</td>
<td>96%</td>
<td>$0.09</td>
</tr>
<tr>
<td>EmrD</td>
<td>$0.08</td>
<td>$0.06</td>
<td>94%</td>
<td>$0.06</td>
</tr>
<tr>
<td>EurA</td>
<td>$0.17</td>
<td>$0.09</td>
<td>97%</td>
<td>$0.10</td>
</tr>
<tr>
<td>EurB</td>
<td>$0.14</td>
<td>$0.05</td>
<td>91%</td>
<td>$0.05</td>
</tr>
<tr>
<td>EurC</td>
<td>$0.03</td>
<td>$0.03</td>
<td>83%</td>
<td>$0.03</td>
</tr>
<tr>
<td>SearB</td>
<td>$0.07</td>
<td>$0.01</td>
<td>36%</td>
<td>$0.02</td>
</tr>
<tr>
<td>SearD</td>
<td>$0.02</td>
<td>$0.03</td>
<td>69%</td>
<td>$0.03</td>
</tr>
<tr>
<td>WprA</td>
<td>$0.19</td>
<td>$0.10</td>
<td>97%</td>
<td>$0.11</td>
</tr>
<tr>
<td>WprB</td>
<td>$0.09</td>
<td>$0.10</td>
<td>89%</td>
<td>$0.11</td>
</tr>
</tbody>
</table>

* Costs are average annual discounted programme costs of implementing an intervention during 10 years

** Only relevant at 95% coverage

† Only relevant at 50% coverage

†† Current antenatal care coverage in GBD regions; defined as percentage of target population with at least one antenatal care visit during pregnancy

‡‡ AFR = Africa Region; AMR = Region of the Americas; EMR = Eastern Mediterranean Region; EUR = European Region; SEAR = South East Asian Region; WPR = Western Pacific Region.

‡‡‡ PC = Programme costs

A sub regions have very low rates of adult and child mortality; B = low adult, low child; C = high adult, low child; D = high adult, high child; E = very high adult, high child mortality.
• Local analysts may wish to carry out the analysis using a capacity utilization rate other than 80% to better reflect their actual situation. However, one standard rate should be used for the evaluation of all interventions to ensure comparability. The CostIt© tool allows this to be done automatically.

• Local analysts may wish to use local prices rather than international prices as estimated by WHO-CHOICE. Analysts can also vary prices for non-traded goods according to the location within the country where they are incurred; for example, provincial staff may have lower salaries than staff in the capital city, or vice-versa.

• The spatial model for scaling-up can be revised to the geography of a particular country. For example, multiple points of entry for traded goods can be considered. Alternatively, local analysts may be able to gather data on the prices of goods in various parts of the country, or the costs of transportation, and thus not need to employ the model as used by WHO-CHOICE. Further, the assumption that the number of provinces expands with increasing population coverage may not accurately reflect how a country implements health interventions, and analysts should adjust their assumptions accordingly. Finally, the coverage area of health centres can be determined locally.

CONCLUSION

Programme costs can constitute a substantial component of costs even for personal health interventions and should not be ignored in the economic evaluation of health interventions. This paper has presented a first effort to systematically analyze programme costs in different sub regions of the world. The use of a standardized methodology ensures comparability of cost estimates across interventions and settings.

In addition, this paper has introduced “ready-to-use” tools and programme cost estimates that are available on the World Wide Web. The programme cost estimates constitute an important part of WHO-CHOICE database on costs and effects of multiple interventions in various regions in the world exploring the question of whether resources are being used to achieve the maximum possible level of population health. Analysts may wish to adapt the regional estimates to their local setting to make the results more relevant for local decision makers. This paper has shown that, in this process, special attention should be paid to issues such as capacity utilization, prices of goods, and increasing marginal costs of delivering interventions into more remote areas.

As with any innovative work, there are some limitations to the approach that has been used, which offers possibilities of further development over time. For example, in the consultation process with regional expert teams to obtain input quantities and prices, considerable efforts were made to standardize reporting approaches. Nevertheless, reported quantities still showed considerable variation beyond that
reasonably expected on the basis of regional differences, and it was necessary to return to the experts for clarification and to seek the input of external data sources and expert advice. Analysts wishing to adapt the results to their own settings should be aware that they would need to seek the advice of more than one expert in their own countries before adapting the quantities of inputs and unit prices reported here. WHO-CHOICE incorporates extensive efforts to develop methods for uncertainty analysis, to reflect uncertainty in the final cost and cost-effectiveness estimates. This is designed to help local policy makers decide the extent to which the results of the WHO-CHOICE analysis inform policy in their countries (26;27).

A key element in our approach is the specification of intervention cost functions at various coverage levels. Whereas other studies have estimated costs of scaling-up health services using a linear cost function, the present study includes non-linearities (28). Economies of scale have been incorporated by allowing some costs to be fixed regardless of the size of the population reached – television broadcasts are a case in point. On the other hand, diseconomies of scale have been included by using higher prices (for transport costs) and higher quantities (for training and supervision) at higher coverage levels. This is an important step for showing the impact of higher coverage on costs and outcomes. However, further work is required to add non-spatial determinants of increasing costs relating to scaling-up.
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ENDNOTE SECTION

Note 1:

WHO-CHOICE instructed the costing experts on data gathering techniques. Each was given a standardised collecting tool and a guideline, and most attended a workshop detailing the methods to be used. The standardized data collection tool involved two Microsoft Excel spreadsheets. The first, the “general information” sheet, documents general health system parameters of a country. This sheet contains five tables, some for use in determining patient costs, some for use in determining programme costs. The second spreadsheet provided a template for recording the quantities of resource inputs for each intervention (see Table 1). A WHO-CHOICE team member made a follow-up visit to each country to determine the adequacy of the experts’ techniques, answer questions, and provide further guidance. Responses were checked against those of other experts, as well as the literature, allowing outliers to be identified and the sources of any difference to be explored and corrected if necessary.
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Abstract

Information on the unit cost of inpatient and outpatient care is an essential element for costing, budgeting and economic-evaluation exercises. Many countries lack reliable estimates, however. WHO has recently undertaken an extensive effort to collect and collate data on the unit cost of hospitals and health centres from as many countries as possible; so far, data have been assembled from 49 countries, for various years during the period 1973–2000. The database covers a total of 2173 country-years of observations. Large gaps remain, however, particularly for developing countries. Although the long-term solution is that all countries perform their own costing studies, the question arises whether it is possible to predict unit costs for different countries in a standardized way for short-term use. The purpose of the work described in this paper, a modelling exercise, was to use the data collected across countries to predict unit costs in countries for which data are not yet available, with the appropriate uncertainty intervals.

The model presented here forms part of a series of models used to estimate unit costs for the WHO-CHOICE project. The methods and the results of the model, however, may be used to predict a number of different types of country-specific unit costs, depending on the purpose of the exercise. They may be used, for instance, to estimate the costs per bed-day at different capacity levels; the “hotel” component of cost per bed-day; or unit costs net of particular components such as drugs.

---

1 This article was originally published in Cost Effectiveness and Resource Allocation 2003 1:3. © 2003 Adam et al; licensee BioMed Central Ltd. The electronic version of this article is the complete one and can be found online at: http://www.resource-allocation.com/content/1/1/3
In addition to reporting estimates for selected countries, the paper shows that unit costs of hospitals vary within countries, sometimes by an order of magnitude. Basing cost-effectiveness studies or budgeting exercises on the results of a study of a single facility, or even a small group of facilities, is likely to be misleading.

INTRODUCTION

Information on hospital unit costs is valuable to health decision-makers and researchers for at least three purposes: budgeting (now receiving more attention with the availability of additional funds for health in poor countries through the Global Fund to Fight AIDS, Tuberculosis and Malaria); the assessment of hospital efficiency; and the assessment, by means of either cost-benefit or cost-effectiveness analysis, of the efficiency of different health interventions. Recognizing the need to make this information available on a country-specific basis, WHO has undertaken as part of the work programme WHO-CHOICE (CHOosing Interventions that are Cost-Effective—see www.who.int/evidence/cea), an extensive effort to collate all sources of data on unit costs from as many countries as possible (1). Large gaps remain, however, particularly for developing countries. Although the long-term solution is that all countries perform their own costing studies, the question arises whether it is possible to predict unit costs for different countries in a standardized way for short-term use. The purpose of the work described in this paper is to use the data collected across countries to predict unit costs in countries for which data are not yet available (both point estimates and uncertainty intervals are reported).

Health economics has a long tradition of estimating hospital-cost functions econometrically (2–10). Econometric models explain how total costs change in response to differences in service mix, inputs, input prices, and scale of operations. They allow cost and production functions to be specified with sufficient flexibility that a non-linear relationship can be demonstrated between costs and quantity of inputs: total costs can rise at a lower rate than prices (2).

Previous studies have commonly used microeconomic data to analyse and estimate hospital-cost functions. This literature indicates two main approaches: behavioural cost functions and cost minimization functions (2;3;9;11). Behavioural cost functions have been used to explain the variations in cost per unit of output among hospitals. They have used as determinants all variables for which a causal relationship to hospital costs is hypothesized and data are available—e.g., bed size, global indicators of hospital activity such as average length of stay and occupancy rate, dummy variables for teaching status, etc. On the other
hand, the literature on cost minimization has described the minimum cost of providing a given volume of output as a function of an exogenous vector of input prices and the volume of output. The purpose is to determine whether hospitals are cost-minimizers (profit maximizers).

When testing the hypothesis of cost-minimization, the explanatory variables typically comprise only of output quantities (e.g., number of bed days) and input prices. The remaining variables used in the behavioural cost function specification are not part of the cost minimization question but can be used to explain deviation of observed unit costs from the theoretical minimum functions—e.g., possible reasons for inefficiency (3).

To our knowledge, all previous studies have used within-country data sets; we know of none that has attempted to estimate hospital-cost functions across countries. Such studies require a large number of observations from as many countries as possible.

The model described here follows the tradition of the behavioural cost function literature because its purpose is to estimate country-specific costs per bed-day, not to test the hypothesis of cost-minimization. The analysis controls for across-country price-level differences by using unit costs adjusted for purchasing-power parity, namely in international dollars; and for differences in quantity and complexity of resource use by using macro-level indicators such as per capita GDP (12–14). The model forms part of a series of models that can be used to predict country-specific unit costs for a number of purposes. They may be used, for instance, to estimate: (i) unit costs at different capacity levels for the purposes of efficiency analysis or economic evaluation of health interventions; (ii) the “hotel” component of average cost per bed-day for budgeting exercises; or (iii) unit costs excluding components that might be funded from other sources, such as drugs. The specific objectives of this paper are to:

• explain the observed differences in hospital inpatient cost per bed-day across and within countries; and
• use the results to predict cost per bed-day for countries for which these data are not yet available.

Methods

Data
The search sources used to obtain the data were: Medline, Econlit, Social Science Citation Index, regional Index Medicus, Eldis (for developing-country data), Commonwealth Agricultural Bureau (CAB), and the British Library for Development Studies Databases. The range of years was set at 1960 to the present. Data covering costs and charges were included.

The search terms used were: “costs and cost analysis” and hospital costs or health centre or the abbreviations HC (health centre) or PHC
(primary health centre) or outpatient care. The language sources searched were English, French, Spanish and Arabic; no Arabic study was found. In addition, a number of studies were found in the grey literature, from such sources as electronic databases, government regulatory bodies, research institutions, and individual health economists known to the authors (2;15–54). Also included were data from a number of WHO-commissioned studies on unit costs.

A standard template was used for extracting data from all sources. Database variables include: ownership; level of facility (see Annex 1 for a definition of facility types as coded in the unit cost database); number of beds; number of inpatient and outpatient specialties; cost data (cost per bed-day, outpatient visit, and admission); utilization data (bed-days, outpatient visits, admissions); types of cost included in the cost analysis (capital, drugs, ancillary, food) and whether they were based on costs or charges; capacity utilization (occupancy rate, average length of stay, bed turnover, and average number of visits per doctor per day); reference year for cost data; currency, and methods of allocation of joint costs. The database consists of unit-cost data from 49 countries for various years between 1973–2000, totalling 2173 country-years of observations. Some studies provided information on 100% of the variables described above; at the other extreme, some provided information on less than 15%. The number of observations used in this analysis was 1171 (see Annex 2 for the percentage of missing data in the model variables and Annex 3 for the list of countries).

Data cleaning comprised consistency checks and direct derivation of some of the missing variables, when possible, from other variables from the same observation (e.g., occupancy rate was calculated from number of beds and number of bed-days). STATA software was used for data analysis (55).

Cost data were converted to 1998 International dollars by means of GDP deflators (56) and purchasing-power-parity exchange rates used for WHO’s national health accounts estimates (PPP exchange rates used in this analysis are available from the WHO-CHOICE website: www.who.int/evidence/cea).

Data Imputation

Most statistical procedures rely on complete-data methods of analysis: computational programmes require that all cases contain values for all variables to be analyzed. Thus, as default, most software programs exclude from the analysis observations with missing data on any of the variables (list-wise deletion). This can give rise to two problems: compromised analytical power, and estimation bias. The latter occurs, for example, if the probability that a particular value is missing is correlated with certain determinants. For example, if the complete observation sets tend to be from observations with unit costs that are systematically higher or lower than average, the conclusions for out-of-sample estimation drawn from an analysis based on list-wise deletion will be biased upwards or downwards (57).
There is a growing literature on how to deal with missing data in a way that does not require incomplete observation sets to be deleted, and several software programs have been developed for this purpose. If data are not missing in a systematic way, missing data can be imputed using the observed values for complete sets of observations as covariates for prediction purposes. Multiple imputation is an effective method for general-purpose handling of missing data in multivariate analysis; it allows subsequent analysis to take account of the level of uncertainty surrounding each imputed value, as described below (58–61). The statistical model used for multiple imputation is the joint multivariate normal distribution. One of its main advantages is that it produces reliable estimates of standard errors: single imputation methods do not allow for the additional error introduced by imputation. In addition, the introduction of random error into the imputation process makes it possible to obtain largely unbiased estimates of all parameters (58).

In this study, multiple imputation was performed with Amelia, a statistical software program designed specifically for multiple imputation of missing data (57;59;62;63). First, five completed-data sets are created by imputing the unobserved data five times, using five independent draws from an imputation model. The model is constructed to approximate the true distributional relationship between the unobserved data and the available information. This reduces potential bias due to systematic difference between the observed and the unobserved data. Second, five complete-data analyses are performed by treating each completed-data set as an actual complete-data set; this permits standard complete-data procedures and software to be utilized directly. Third, the results from the five complete-data analyses are combined (64) to obtain the so-called repeated-imputation inference, which takes into account the uncertainty in the imputed values.

Model specifications

From the tradition of using cost functions to explain observed variations in unit costs, we estimate a long-run cost-function by means of Ordinary Least Squares regression analysis (OLS); the dependent variable is the natural log of cost per bed-day (2;3;6–8;65). The primary reason for using unit cost rather than total cost as the dependent variable is to avoid the higher error terms due to non-uniform variance (heteroscedasticity) in the estimated regression. This could arise if total cost were used as the dependent variable, as the error term could be correlated with hospital size (2;3). The reason for using cost per bed-day rather than cost per admission is that “bed-days” are better than “admissions” as a proxy for such hospital services as nursing, accommodation and other “hotel services” (3), permitting more flexibility in the use of estimated unit costs.

As the relationship between unit costs and the explanatory variables are expected to be non-linear, the Cobb-Douglas transformation was used to
approximate the normal distribution of the model variables. Natural logs were used. The Cobb-Douglas functional form can be written as follows:

**Equation 1**
\[ Y = \alpha_0 X_1^{\alpha_1} X_2^{\alpha_2} \] or,

**Equation 2**
\[ \ln(Y) = \delta + \alpha_1 \ln(X_1) + \alpha_2 \ln(X_2) \]

where \( \delta = \ln(\alpha_0) \). This function is non-linear in the variables \( Y, X, \) and \( X_i \), but it is linear in the parameters \( \delta, \alpha, \alpha_2 \), and can be readily estimated using Ordinary Least Squares (66).

Log transformation has the added advantage that coefficients can be readily interpreted as elasticities (3;66).

Therefore, the cost function specification of the OLS regression model may be written as:

**Equation 3**
\[ UC_i = \alpha_0 + \sum_{i=1}^{n} \alpha_i X_i + e_i \]

Where \( UC_i \) is the natural log (ln) of cost per bed-day in 1998 I $ in the \( i \)th hospital; \( X_i \) is ln of GDP per capita in 1998 I $; \( X_2 \) is ln of occupancy rate; \( X_{3,4} \) are dummy variables indicating the inclusion of drug or food costs (included = 1); \( X_{5,6} \) are dummy variables for hospital levels 1–2 (the comparator is level 3 hospital); \( X_{7,8} \) are dummy variables indicating facility ownership (comparator is private not-for-profit hospitals); \( X_9 \) is a dummy variable controlling for USA data (USA = 1); and \( e \) denotes the error term.

The choice of explanatory variables is partly related to economic theory and partly determined by the purpose of the exercise, which is to estimate unit costs for countries where the data are not available. In this case, the chosen explanatory variables must be available in the out-of-sample countries. Country-specific—or in the case of large countries such as China, province-specific—GDP per capita in international dollars (I $) is used as a proxy for level of technology (12–14); occupancy rate as a proxy for level of capacity utilization; and hospital level as a proxy for case mix. Unit costs are expected to be correlated positively with GDP per capita and case mix and negatively with capacity utilization.

The inclusion of the seven control variables makes it possible to estimate unit cost for different purposes to suit different types of analysis—for example, cost per bed-day in a primary-level hospital, which does not provide drugs or food; or the cost in a tertiary level hospital, with drugs and food included.

The dummy for the USA was included because all data were charges rather than costs and because there were a large number of observations
from that country. Dummies for countries other than the USA with a large number of observations, such as China and the United Kingdom, were also tested as was the use of dummy variables to capture whether the cost estimates included capital or ancillary costs. These variables were not included in the model which best fit the data. Utilization variables, such as number of bed-days or outpatient visits, and hospital indicators, such as average length of stay, were not included as explanatory variables because most out-of-sample countries do not have data on these variables, and prediction of unit costs would, therefore, be impossible.

MODEL-FIT

Regression diagnostics were used to judge the goodness-of-fit of the model. They included the tolerance test for multicollinearity, its reciprocal variance inflation factors and estimates of adjusted R square and F statistics of the regression model.

PREDICTED VALUES AND UNCERTAINTY ANALYSIS

Two types of uncertainty arise from using statistical models: estimation uncertainty arising from not knowing \( \beta \) and \( \alpha \) perfectly—an unavoidable consequence of having a finite number of observations; and fundamental uncertainty represented by the stochastic component as a result of unobservable factors that may influence the dependent variable but are not included in the explanatory variables (62). To account for both types of uncertainty, statistical simulation was used to compute the quantities of interest, namely average cost per bed-day and the uncertainty around these estimates. Statistical simulation uses the logic of survey sampling to learn about any feature of the probability distribution of the quantities of interest, such as its mean or variance (62).

It does so in two steps. First, simulated parameter values are obtained by drawing random values from the data set to obtain a new value of the parameter estimate. This is repeated 1000 times. Then the mean, standard deviation, and 95% confidence interval around the parameter estimates are computed. Second, simulated predicted values of \( \hat{\gamma} \) (the quantity of interest) are calculated, as follows: (1) one value is set for each explanatory variable; (2) taking the simulated coefficients from the previous step, the systematic component \( g \) of the statistical model is estimated, where \( g = f (X, B) \); (3) the predicted value is simulated by taking a random draw from the systematic component of the statistical model; (4) these steps are repeated 1000 times to produce 1000 predicted values, thus approximating the entire probability distribution of \( y \). From these simulations, the mean predicted value, standard deviation, and 95% confidence interval around the predicted values are computed. In this way, this analysis accounts for both fundamental and parameter uncertainty.
The predicted log of cost per bed day, $\ln \overline{U_C}$ can then be calculated from:

**Equation 4**

$$\ln \overline{U_C} = \alpha_0 + \alpha_1 \ln X_1 + \sum_{i=1}^{n} \alpha_i X_i$$

where $\alpha_0$ and $\alpha_{i..n}$ are the estimated parameters, and $X_{i..n}$ are the independent variables. $\overline{U_C}_{biased}$ denotes a biased estimate of the mean cost per bed-day due to back-transformation. This is because one of the implicit assumptions of using log-transformed models is that the least-squares regression residuals in the transformed space are normally distributed. In this case, back-transforming to estimate unit costs gives the median and not the mean. To estimate the mean it is necessary to use a bias correction technique. The smearing method described by Duan (1983) was used to correct for the back-transformation bias (67). The smearing method is non-parametric, since it does not require the regression errors to have any specified distribution (e.g., normality). If the $n$ residuals in log space are denoted by $r_i$, and $b$ is the base of logarithm used, the smearing correction factor, $C_{bias}$ for the logarithmic transformation is given by:

**Equation 6**

$$C_{bias} = \frac{1}{n} \sum_{i=1}^{n} b^{r_i}$$

Multiplying the right side of Equation 5 by Equation 6 almost removes the bias, so that:

**Equation 7**

$$\overline{U_C} = C_{bias} \overline{U_C}_{biased} = \overline{C_{bias}} \beta_0 X \overline{\beta_i}$$

The smearing correction factor ($C_{bias}$) for our model was 1.25.

**RESULTS**

Table 1 shows the variable names, description, mean and standard error, estimated after combining the results of the five datasets of the multiple imputation estimates. Table 2 presents the results of the best-fit regression model. The adjusted R square of the combined regressions is 0.80, with an F statistic of 509 (p<0.0001), indicating that the model explains a
large part of the variation of the cost per bed-day across countries (68).
The signs of the coefficients are consistent with the earlier hypotheses.
For example, the GDP per capita is positively correlated with cost per
bed-day, while the lower the occupancy rate the higher is the cost per bed-
day. Unit costs are lower in level-one hospitals than in those of levels two
and three. The coefficients for the two main explanatory variables (GDP
per capita and occupancy rate) are highly significant (p<0.0001), as well
as most of the control dummies, e.g., hospital level. The coefficient for
food costs is not significant at the 5% level but was included in the model
because it added to its explanatory power.

The tolerance test and its reciprocal variance inflation factors (VIF)
showed no evidence for multicollinearity between the model variables
(tolerance ranged between 0.20 and 0.89, mean VIF 1.97; tolerance less
than 0.05 and VIF more than 20 indicate the presence of multicollinearity).
The only country dummy that was included in the final model was for the USA. The most plausible explanation for the positive, highly significant coefficient for the USA dummy is that USA was the only large data set where charges were reported rather than costs. In this case, the coefficient for the USA could be interpreted as a cost-to-charge ratio, estimated as 1:1.74. In other words, costs represent 57% of the charge on average. This is consistent with published national reports on the average cost-to-charge ratio for the USA such as that published by the United States General Accounting Office (63%) (69).

Figure 1 shows the three regression lines of levels one, two and three hospitals, respectively, plotted against the log of GDP per capita (the Y-axis is log of cost per bed-day). The regression lines were estimated for public hospitals, with occupancy rate of 80%, including food costs and excluding drugs. Because the original data had a lower average occupancy rate (mean 71%, SD 39%), and most observations included drug costs, it is to be expected that the regression lines will be slightly lower than the actual data points in the database. The regression lines do not pass through the USA data points situated at the upper right side of the graph because they have been calculated for the case where the US dummy was set at zero.

![Figure 1](image)

Overall, Figure 1 shows that the regression lines have a good fit with the data used to develop the model. They not only illustrate the relationship between cost per bed-day, hospital level and GDP per capita, but also show that there remains substantial variation in unit costs for any given level of GDP per capita. It would be inadvisable, therefore, to
base cost estimates on a single estimate of hospital costs in a particular setting, something that is a common feature of cost-effectiveness studies.

To use the equation reported in Table 2 to predict unit costs for a number of in and out-of-sample countries, with the appropriate uncertainty interval, requires consideration of the probability distributions of the predicted unit costs, given a specified level of the model variables. In order to derive these distributions, simulation techniques were used following the steps described in the Methods section. Table 3 presents for selected countries in different regions of the world the average simulated predicted values and 95% uncertainty intervals. The estimates are presented in 2000 I $, based on the 2000 GDP per capita in I $ and assuming that the estimated coefficients will remain constant over a short time period. They are specific to public hospitals, at an occupancy rate of 80%, excluding drug, but including food costs. Regional estimates of cost per bed day, with the same characteristics described above, are available from the WHO-CHOICE website: www.who.int\evidence\cea.

### Table 3

<table>
<thead>
<tr>
<th>Country</th>
<th>GDP per capita (I$)</th>
<th>In or out-of-sample</th>
<th>Hospital level</th>
<th>Cost per bed day</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Mean (I$)</td>
<td>95% uncertainty interval low</td>
</tr>
<tr>
<td>Mali</td>
<td>581</td>
<td>Out</td>
<td>I</td>
<td>7.39</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>II</td>
<td>9.64</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>III</td>
<td>13.14</td>
</tr>
<tr>
<td>Mozambique</td>
<td>720</td>
<td>Out</td>
<td>I</td>
<td>8.70</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>II</td>
<td>11.35</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>III</td>
<td>15.46</td>
</tr>
<tr>
<td>Algeria</td>
<td>1,449</td>
<td>Out</td>
<td>I</td>
<td>14.82</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>II</td>
<td>19.35</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>III</td>
<td>26.34</td>
</tr>
<tr>
<td>Indonesia</td>
<td>3,167</td>
<td>Out</td>
<td>I</td>
<td>26.90</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>II</td>
<td>35.12</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>III</td>
<td>47.80</td>
</tr>
<tr>
<td>Ecuador</td>
<td>3,260</td>
<td>In</td>
<td>I</td>
<td>27.50</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>II</td>
<td>35.90</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>III</td>
<td>48.87</td>
</tr>
<tr>
<td>Romania</td>
<td>3,634</td>
<td>Out</td>
<td>I</td>
<td>29.88</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>II</td>
<td>39.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>III</td>
<td>53.09</td>
</tr>
<tr>
<td>Greece</td>
<td>6,192</td>
<td>Out</td>
<td>I</td>
<td>44.88</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>II</td>
<td>58.58</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>III</td>
<td>79.73</td>
</tr>
<tr>
<td>Russian Federation</td>
<td>8,035</td>
<td>In</td>
<td>I</td>
<td>54.75</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>II</td>
<td>71.48</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>III</td>
<td>97.27</td>
</tr>
<tr>
<td>Bahrain</td>
<td>14,159</td>
<td>Out</td>
<td>I</td>
<td>84.41</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>II</td>
<td>110.19</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>III</td>
<td>149.93</td>
</tr>
<tr>
<td>United Arab Emirates</td>
<td>20,330</td>
<td>Out</td>
<td>I</td>
<td>111.30</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>II</td>
<td>145.28</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>III</td>
<td>197.66</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>24,348</td>
<td>In</td>
<td>I</td>
<td>127.76</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>II</td>
<td>166.77</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>III</td>
<td>226.87</td>
</tr>
<tr>
<td>Canada</td>
<td>28,087</td>
<td>Out</td>
<td>I</td>
<td>142.51</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>II</td>
<td>186.02</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>III</td>
<td>253.05</td>
</tr>
</tbody>
</table>

*Cost per bed day is estimated for public hospitals with 80% occupancy rate, excluding drug costs and including food costs*
DISCUSSION

This paper describes recent work on developing models to predict country-specific hospital unit costs, by level of hospital and ownership, for countries where these data are not available. The main purpose of this work was to feed into estimates of the costs and effects of many types of health interventions in different settings. Estimates are typically available for variables such as the number of days in hospital, or the number of outpatient visits, for certain types of interventions, but unit prices are not available for many countries. The model presented in this paper used all data on unit costs that could be collected after a thorough search to estimate costs for countries where this information does not exist. Data imputation techniques were used to impute missing data, which has the advantage of eliminating the bias introduced by list-wise deletion of observations in cases where information for some of the variables required by the model is missing.

The goodness-of-fit of the model was tested by various regression diagnostic techniques including the tolerance test for multicollinearity, adjusted R square and F statistic. All suggested a good fit of the model with the data and that GDP per capita could be used to capture different levels of technology use across countries. Although this is the first time that costs have been compared across countries, the signs of the coefficients are consistent with results from previous microeconomic studies within countries. For example, these studies have found that occupancy rate was negatively correlated with cost per bed-day while hospital level had the opposite relationship, something also found in the model presented in this paper (70;71). This adds confidence to the estimated results.

In addition, the estimates produced by this model were sent to health economists and researchers in different countries to check their face validity. Experts from countries in all WHO regions, covering wide differences in GDP per capita and in technologies typically found in hospitals were consulted, including Benin, Canada, Ecuador, Egypt, Kenya, Netherlands and Thailand. They were provided with a description of the estimated unit cost (e.g., which costs were included) and were asked whether they thought they approximated the average cost per bed-day in their countries. All indicated that the results had face validity.

It is of particular note that the model incorporates a more extensive database on unit costs by hospital level and ownership than has previously been available. Increasing the range of observations will increase the validity of extrapolations of cost estimates for countries in which these data are not available. Additional sources of data are being sought for this purpose and to assist countries to develop their own studies. As this body of information grows, the predictive power of unit-cost models will continue to increase.
There are other possible uses of this model such as estimating the possible costs of scaling-up health interventions for the poor, which is receiving increasing attention with the activities of such bodies as the Global Fund to Fight AIDS, Tuberculosis and Malaria. This can be done in many ways, according to the objectives of the analysis. It may be used, for instance, to estimate:

– unit costs at different capacity levels for purposes of efficiency analysis or economic evaluation of health interventions;
– the “hotel” component of average cost per bed-day;
– unit costs, excluding specific items such as drugs or food costs.

Finally, it must be emphasized that there is wide variation in the unit costs estimated from studies within a particular country (Figure 1). These differences are sometimes of an order of magnitude, and cannot always be attributed to different methods. This implies that analysts cannot simply take the cost estimates from a single study in a country to guide their assessment of the cost-effectiveness of interventions, or the costs of scaling-up. In some cases, they could be wrong by an order of magnitude.
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### Annex 1  Definition of facility types as coded in the unit cost database

<table>
<thead>
<tr>
<th>Facility type</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Primary-level hospital</td>
<td>Has few specialities, mainly internal medicine, obstetrics-gynecology, pediatrics, and general surgery, or only general practice; limited laboratory services are available for general but not for specialized pathological analysis; bed capacity ranges from 30 to 200 beds; often referred to as a district hospital or first-level referral.</td>
</tr>
<tr>
<td>Secondary-level hospital</td>
<td>Highly differentiated by function with five to ten clinical specialities; bed capacity ranging from 200-800 beds; often referred to as provincial hospital.</td>
</tr>
<tr>
<td>Tertiary-level hospital</td>
<td>Highly specialized staff and technical equipment, e.g., cardiology, ICU and specialized imaging units; clinical services are highly differentiated by function; may have teaching activities; bed capacity ranges from 300 to 1,500 beds; often referred to as central, regional or tertiary-level hospital.</td>
</tr>
</tbody>
</table>

Definition of hospital levels (adapted from Barnum and Kutzin 1993 (2))

### Annex 2  Percentage of missing data in the model variables prior to data imputation

<table>
<thead>
<tr>
<th>Variable name</th>
<th>Description</th>
<th>% missing</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ln GDP per capita</td>
<td>Natural log of GDP per capita in 1998</td>
<td>0</td>
</tr>
<tr>
<td>Ln occupancy rate</td>
<td>Natural log of occupancy rate</td>
<td>48</td>
</tr>
<tr>
<td>Drug costs</td>
<td>Dummy variable for inclusion of drug costs. Included =1</td>
<td>3</td>
</tr>
<tr>
<td>Food costs</td>
<td>Dummy variable for inclusion of food costs. Included =1</td>
<td>19</td>
</tr>
<tr>
<td>Level 1 hospital</td>
<td>Dummy variable for level 1 hospital</td>
<td>16</td>
</tr>
<tr>
<td>Level 2 hospital</td>
<td>Dummy variable for level 2 hospital</td>
<td>16</td>
</tr>
<tr>
<td>Public</td>
<td>Dummy variable for level public hospitals</td>
<td>1</td>
</tr>
<tr>
<td>Private for profit</td>
<td>Dummy variable for level private for profit hospitals</td>
<td>1</td>
</tr>
<tr>
<td>USA</td>
<td>Dummy variable for USA to control for charges data. USA=1</td>
<td>0</td>
</tr>
</tbody>
</table>
### Annex 3 Countries and number of unit cost observations included in the model

<table>
<thead>
<tr>
<th>Country</th>
<th>N</th>
<th>Country</th>
<th>N</th>
</tr>
</thead>
<tbody>
<tr>
<td>Australia</td>
<td>64</td>
<td>Nepal</td>
<td>3</td>
</tr>
<tr>
<td>Bangladesh</td>
<td>21</td>
<td>Netherlands</td>
<td>1</td>
</tr>
<tr>
<td>Benin</td>
<td>1</td>
<td>New Zealand</td>
<td>4</td>
</tr>
<tr>
<td>Bolivia</td>
<td>1</td>
<td>Niger</td>
<td>2</td>
</tr>
<tr>
<td>Cambodia</td>
<td>1</td>
<td>Norway</td>
<td>6</td>
</tr>
<tr>
<td>China</td>
<td>367</td>
<td>Papua New Guinea</td>
<td>8</td>
</tr>
<tr>
<td>Colombia</td>
<td>1</td>
<td>Poland</td>
<td>4</td>
</tr>
<tr>
<td>Ecuador</td>
<td>70</td>
<td>Republic of Korea</td>
<td>32</td>
</tr>
<tr>
<td>Egypt</td>
<td>5</td>
<td>Russian Federation</td>
<td>22</td>
</tr>
<tr>
<td>Ethiopia</td>
<td>1</td>
<td>Rwanda</td>
<td>4</td>
</tr>
<tr>
<td>Ghana</td>
<td>2</td>
<td>Saint Lucia</td>
<td>1</td>
</tr>
<tr>
<td>Indonesia</td>
<td>5</td>
<td>Sri Lanka</td>
<td>93</td>
</tr>
<tr>
<td>Italy</td>
<td>2</td>
<td>Thailand</td>
<td>41</td>
</tr>
<tr>
<td>Jamaica</td>
<td>3</td>
<td>Turkey</td>
<td>1</td>
</tr>
<tr>
<td>Kenya</td>
<td>7</td>
<td>United Kingdom</td>
<td>176</td>
</tr>
<tr>
<td>Lebanon</td>
<td>4</td>
<td>United Republic of Tanzania</td>
<td>7</td>
</tr>
<tr>
<td>Malawi</td>
<td>2</td>
<td>United States of America</td>
<td>203</td>
</tr>
<tr>
<td>Mexico</td>
<td>2</td>
<td>Zimbabwe</td>
<td>2</td>
</tr>
<tr>
<td>Namibia</td>
<td>2</td>
<td>Total</td>
<td>1171</td>
</tr>
</tbody>
</table>

Observations range from 1973-2001, with 95% after 1990.
STOCHASTIC LEAGUE TABLES: COMMUNICATING COST-EFFECTIVENESS RESULTS TO DECISION-MAKERS

RAYMOND C.W. HUTUBESSY, ROB M.P.M. BALTSUSSEN, DAVID B. EVANS, JAN J. BARENDREGT, CHRISTOPHER J.L. MURRAY

Summary

The presentation of the results of uncertainty analysis in cost-effectiveness analysis (CEA) in the literature has been relatively academic with little attention paid to the question of how decision-makers should interpret the information particularly when confidence intervals overlap. This question is especially relevant to sectoral CEA providing information on the costs and effects of a wide range of interventions.

This paper introduces stochastic league tables to inform decision-makers about the probability that a specific intervention would be included in the optimal mix of interventions for various levels of resource availability, taking into account the uncertainty surrounding costs and effectiveness. This information helps decision-makers decide on the relative attractiveness of different intervention mixes, and also on the implications for trading gains in efficiency for gains in other goals such as reducing health inequalities and increasing health system responsiveness.

Key words: Cost-effectiveness analysis; decision-making analysis; uncertainty analysis.
INTRODUCTION

Uncertainty in cost-effectiveness analysis (CEA) has received a lot of attention in recent years, leading to the development of a range of approaches, such as non-parametric bootstrapping (1), the construction of confidence planes (2), mathematical techniques (3), probabilistic sensitivity analyses using Monte Carlo simulations (4), and the net health benefit approach (5). These techniques all present study results in terms of some type of uncertainty interval. However, little or no attention is paid to the question of how decision-makers should interpret the results where uncertainty intervals overlap.

This absence of guidance to decision-makers is exacerbated in sectoral CEA based on the implicit or explicit use of cost-effectiveness league tables (6;7). Sectoral analysis requires that interventions are ranked on the basis of their cost-effectiveness ratios. In deterministic analysis, decision-makers are assumed to work down the list, starting with the most cost-effective, and to stop funding interventions when the resources run out. The addition of uncertainty to this analysis is more realistic, but uncertainty intervals of many of the ratios may overlap and the decision maker is left with no guidance in the literature. It is simply assumed that no decision about which intervention is more efficient can be made. Yet, decision-makers must and do make decisions about which interventions to encourage even when uncertainty is high (e.g. with overlapping confidence intervals).

We propose a new approach to presenting decision-makers with the results of CEA including uncertainty through the construction of a “stochastic league table”. This informs decision-makers about the probability that a specific intervention would be included in the optimal mix of interventions for various levels or resource availability, taking into account the uncertainty surrounding its total costs and effectiveness. Each intervention should be thought of as a national programme or policy, which can only be purchased at one point (8). Although the argument is presented with reference to the generalized method for sectoral CEA, which we recently proposed, allowing decision-makers to assess the efficiency of the current mix of interventions as well as the relative attractiveness of changes to this mix should new resources become available (8), it is applicable to any form of sectoral analysis.

THE ANALYTICAL FRAMEWORK

The construction of stochastic league tables requires four steps (a software program, MCLeague, is being developed to carry out this process). Firstly, using Monte Carlo simulations, random draws are taken from estimated distributions of total costs and effects for the interventions under study. These distributions are a priori defined by the analyst and may take different forms, for example normal, log-normal, and uniform.
distributions (4). Table 1 presents the hypothetical costs and effect data first presented in Murray et al. (8). To reflect uncertainty, costs are here assumed to be log-normally distributed, with S.D. of 20, and effects are assumed to be normally distributed with an S.D. of 2. The covariance is assumed to be zero. The conclusions are not dependent on these assumptions. Random draws are taken from these distributions for all interventions.

The second step is to determine the optimal mix of interventions for given levels of resource availability following the procedure for choosing between mutually exclusive and independent interventions outlined in Murray et al. (8). The most efficient intervention in the set of mutually exclusive interventions is evaluated according to its average cost-effectiveness ratio (versus doing nothing), while the cost-effectiveness of others in the mutually exclusive set are evaluated incremental to the most efficient intervention.

Thirdly, this process is repeated a large number of times (here 10000) to provide 10000 estimates of the optimal mix of interventions. If P equals the number of times that an intervention is included in the optimal mix, P/10000 is the probability that the intervention is included. Hence, P is the proportion of samples from the estimated distribution for which the intervention is estimated to be optimal based on the sample average and incremental cost-effectiveness ratios. In our example, for resources equal to 50, C1 is included 4323 times, a 43% probability of being included (Table 2). P for C2 equals 1406, a probability of inclusion of 14%. In the remaining cases (43% of all random draws), costs of each possible option overrun the available resources and no intervention can be funded fully. This explains why the probabilities do not add up to 100%.

<table>
<thead>
<tr>
<th>Interventions</th>
<th>Total costs Mean</th>
<th>S.D.</th>
<th>Total effects Mean</th>
<th>S.D.</th>
<th>Cost-effectiveness a</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1</td>
<td>120</td>
<td>20</td>
<td>1</td>
<td>2</td>
<td>-</td>
</tr>
<tr>
<td>A2</td>
<td>140</td>
<td>20</td>
<td>5.5</td>
<td>2</td>
<td>25.4</td>
</tr>
<tr>
<td>A3</td>
<td>170</td>
<td>20</td>
<td>3</td>
<td>2</td>
<td>-</td>
</tr>
<tr>
<td>A4</td>
<td>190</td>
<td>20</td>
<td>7</td>
<td>2</td>
<td>33.3</td>
</tr>
<tr>
<td>B1</td>
<td>100</td>
<td>20</td>
<td>12</td>
<td>2</td>
<td>-</td>
</tr>
<tr>
<td>B2</td>
<td>120</td>
<td>20</td>
<td>17</td>
<td>2</td>
<td>7.1</td>
</tr>
<tr>
<td>B3</td>
<td>150</td>
<td>20</td>
<td>20</td>
<td>2</td>
<td>10.0</td>
</tr>
<tr>
<td>C1</td>
<td>50</td>
<td>20</td>
<td>22</td>
<td>2</td>
<td>2.3</td>
</tr>
<tr>
<td>C2</td>
<td>70</td>
<td>20</td>
<td>24.5</td>
<td>2</td>
<td>8.0</td>
</tr>
<tr>
<td>C3</td>
<td>120</td>
<td>20</td>
<td>29</td>
<td>2</td>
<td>11.1</td>
</tr>
<tr>
<td>C4</td>
<td>170</td>
<td>20</td>
<td>31</td>
<td>2</td>
<td>25.0</td>
</tr>
</tbody>
</table>

*Cost-effectiveness ratios after exclusion of dominated interventions*
The fourth step involves repeating this procedure for various levels of resource availability to reveal the “resource expansion path”, showing the probability that each intervention will be included at different levels of resource availability (Table 2). Decision-makers can use this information to prioritize interventions should more resources become available for health care. The probability that a more expensive alternative will be included increases with the level of resource availability. For example, the probability C2 is included increases from 14% to 47% when resources increase from 50 to 100. In our example, no intervention is included in the optimal mix with certainty – even at high levels of resource availability – because of the relative large standard deviations assumed for costs and effects.

The degree of uncertainty in costs and effects of an intervention can have a large impact on its probability of inclusion in the optimal mix. If we change the standard deviation of the cost distribution for intervention A2 from 20 to 70, its probability of inclusion at a level of resource availability of 300 increases from 5% to 22% (Table 3). This is because intervention costs now are sometimes very low thereby rendering the intervention relatively cost-effective (with resources <600, its probability of inclusion decreases because it now has to compete with the more cost-effective interventions A3 and A4 which can be afforded). The general conclusion is that the higher the uncertainty in costs and effects, the more equal the probabilities of inclusion of interventions will be, other things equal. This is true both within the same mutual exclusive set as well as between independent sets of interventions.

### Table 2

Stochastic league table presenting the probability of inclusion (%) of three independent sets of mutual exclusive interventions in the optimal mix of interventions at different levels of resource availability

<table>
<thead>
<tr>
<th>Interventions</th>
<th>Resource availability</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>50</td>
</tr>
<tr>
<td>A1</td>
<td>0</td>
</tr>
<tr>
<td>A2</td>
<td>0</td>
</tr>
<tr>
<td>A3</td>
<td>0</td>
</tr>
<tr>
<td>A4</td>
<td>0</td>
</tr>
<tr>
<td>B1</td>
<td>0</td>
</tr>
<tr>
<td>B2</td>
<td>0</td>
</tr>
<tr>
<td>B3</td>
<td>0</td>
</tr>
<tr>
<td>C1</td>
<td>43</td>
</tr>
<tr>
<td>C2</td>
<td>14</td>
</tr>
<tr>
<td>C3</td>
<td>0</td>
</tr>
<tr>
<td>C4</td>
<td>0</td>
</tr>
</tbody>
</table>

*Numbers in bold represent interventions that would be listed in a traditional league table*
In Table 2, the numbers in bold represent interventions that would be selected in a traditional league table based on the cost-effectiveness ratios calculated in Table 1. These interventions would also be chosen by the stochastic league table because of their higher probabilities of inclusion. However, the stochastic league table provides additional information to the decision maker. With resources of 200, a traditional league table would choose intervention C2 whereas our stochastic league table shows almost identical probabilities of inclusion of C1 and C2 in the optimal mix of interventions. This information provides decision-makers with more information than simply presenting the confidence intervals for all CERs. For example, it allows decision-makers to better evaluate the impact of trading off the efficiency goal against other objectives such as reducing health inequalities in their selection of interventions (9). In general, the more interventions (belonging to the same mutually exclusive set) differ regarding their probabilities of inclusion in the optimal mix, the more efficiency decision-makers give up if they choose to over-ride the results in favour of other goals in their choice of interventions – the stochastic league table in our example informs decision-makers that they are not likely to lose much in terms of efficiency if they decide to select C1 rather than C2 for equity reasons. This important information is not revealed in deterministic league tables or in the traditional approach to uncertainty in CEA.

Another advantage concerns the information provided in the expansion path, illustrated in Table 2. With resources of 200, there is little to choose between B2 and B3 but preference would be given to B2. However,

<table>
<thead>
<tr>
<th>Table 3</th>
<th>As Table 2, with standard deviation for costs of intervention A2 increased from 20 to 70€</th>
</tr>
</thead>
<tbody>
<tr>
<td>Interventions</td>
<td>Resource availability</td>
</tr>
<tr>
<td></td>
<td>50</td>
</tr>
<tr>
<td>A1</td>
<td>0</td>
</tr>
<tr>
<td>A2</td>
<td>7</td>
</tr>
<tr>
<td>A3</td>
<td>0</td>
</tr>
<tr>
<td>A4</td>
<td>0</td>
</tr>
<tr>
<td>B1</td>
<td>0</td>
</tr>
<tr>
<td>B2</td>
<td>0</td>
</tr>
<tr>
<td>B3</td>
<td>0</td>
</tr>
<tr>
<td>C1</td>
<td>43</td>
</tr>
<tr>
<td>C2</td>
<td>15</td>
</tr>
<tr>
<td>C3</td>
<td>0</td>
</tr>
<tr>
<td>C4</td>
<td>0</td>
</tr>
</tbody>
</table>

€ Numbers in bold represent interventions that would be listed in a traditional league table
if the decision maker felt that additional resources would become available in the near future, and that the costs of switching from B2 to B3 might be substantial, it would be sensible for them to choose B3. Again, this type of information is not provided in the standard approach to uncertainty.

Stochastic league tables may also show that interventions that would otherwise have been ruled out by dominance in traditional league tables might well be included in some draws. In our example, intervention B1 will never be eligible for selection in a deterministic league table because it is (weakly) dominated by B2. However, taking into account uncertainty the stochastic league table (Table 2) shows that B1 has a low but non-zero probability of being included in the optimal mix. Whether decision-makers will actually select such interventions depends on the probability of inclusion compared to other mutually exclusive alternatives, and the trade-off between efficiency and other objectives of health systems.

Figure 1 depicts an alternative way of visualizing the information of Table 2. The vertical axis shows the probability of being chosen at the level of resource availability on the horizontal axis. The logic is the same as that described for the interpretation of the tables.

**DISCUSSION**

The stochastic league table developed in this paper is a new way of presenting uncertainty around costs and effects to decision-makers. It provides additional information beyond that offered by the traditional treatment of uncertainty in CEA, presenting the probability that each intervention is included in the optimal mix for given levels of resource availability.
availability. The most likely optimal mix will be the one that contributes the most to maximizing population health for that level of resources. Decision-makers can then decide the extent to which they should trade off gains in efficiency for gains in other goals of the health system.

Stochastic league tables are conceptually different from the recently suggested portfolio approach, borrowed from financial economics and characterizing health care resources allocation as a risky investment problem (10). This approach provides the optimal intervention mix given decision-makers’ explicit preferences concerning risk and return. Our stochastic league table provides the probability of an intervention being chosen in the optimal mix, given uncertainty. Risk-neutral decision-makers would choose the most likely combination of interventions.

A drawback to our framework (and to the portfolio approach for that matter) is that distributions of costs and effects are assumed to be independent, e.g. no joint distributions are defined. Moreover, the definition of the distributions is left to the analyst, who may have very little information about the actual distribution, but whose choice is likely to have a large effects on the results. It is technically possible to include covariance between costs and outcomes in the analysis, but this requires more information about covariances than is usually available. Alternatively, where empirical data on patient’ costs and effects are available, our framework could employ the technique of non-parametric bootstrapping in which samples are drawn with replacement from the original data. This approach has the advantage that is does not rely on parametric assumptions concerning the underlying distribution and that covariances between costs and effects can be easily incorporated (1). The development of stochastic league tables is an important step forward in the interpretation of uncertainty at the decision making level.
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Uncertainty in Cost-Effectiveness Analysis: Probabilistic Uncertainty Analysis and Stochastic League Tables

Rob M.P.M. Baltussen, Raymond C.W. Hutubessy, David B. Evans, and Christopher J.L. Murray

Abstract

Interest is growing in the application of standard statistical inferential techniques to the calculation of cost-effectiveness ratios (CER), but individual-level data will not be available in many cases because it is very difficult to undertake prospective controlled trials of many public health interventions. We propose the application of probabilistic uncertainty analysis using Monte Carlo simulations, in combination with nonparametric bootstrapping techniques where appropriate. This paper also discusses how decision-makers should interpret the CER of interventions where uncertainty intervals overlap. We show how the incorporation of uncertainty around costs and effects of interventions into a stochastic league table provides additional information to decision-makers for priority setting. Stochastic league tables inform decision-makers about the probability that a specific intervention would be included in the optimal mix of interventions for different resource levels, given the uncertainty surrounding the interventions.

Key words: cost-effectiveness, uncertainty analysis, priority setting

1 This article was originally published in the International Journal of Technology Assessment in Health Care, 18: 112–119 (2002). Copyright © 2002 Cambridge University Press. Reprinted with permission.
As more prospective cost-effectiveness analysis (CEA) studies are undertaken, providing stochastic data on costs and effects, interest has grown in the application of statistical techniques to the calculation of cost-effectiveness ratios (CER). Several methods have been developed, including confidence planes (1) mathematical techniques (2), and the net health benefit approach (3).

However, it is important to recognize that many public health interventions do not lend themselves to the collection of sampled individual-level data (by patient, health facility, region, etc.), especially in a developing-country context. For example, it is difficult to develop a feasible experimental design to identify the costs and effects of a national radio health education programme, or a policy to subsidize the use of essential pharmaceutical products. Many economic evaluations require nonstochastic parameter estimates and modeling assumptions.

Typically, uncertainty stemming from the use of such nonsampled secondary data sources in CEA has been dealt with by sensitivity analysis (4;5). These deterministic analyses draw inferences from point estimates of variables, but interpretation is conditional upon a range of uncertainty that is assumed for critical variables. There are three major limitations to this approach: a) the analyst has discretion as to which variables and what alternative values are included; b) interpretation is essentially arbitrary because there are no comprehensive guidelines or standards as to what degree of variation in results is acceptable evidence that the analysis is robust; and c) variation of uncertain parameters one at a time carries a risk that interactions between parameters may not be captured (6).

This paper examines the application of probabilistic uncertainty analysis with Monte Carlo simulations in this context.1 This builds on work already described in the literature (4;7–9) and requires that analysts assume some distributional form for costs and effects from which repeated samples are drawn to determine a distribution for the CER. The definition of an uncertainty range for CER is hampered by the instability of sample estimates of CERs, causing its mean to vary (10). This paper applies the simple percentile method – usually employed to estimate uncertainty ranges for CER in nonparametric bootstrapping – to estimate uncertainty intervals for CERs involving probabilistic uncertainty analysis. The approach is illustrated by constructing uncertainty intervals for seven hypothetical interventions in tuberculosis control.

In addition, this paper discusses how information on uncertainty should be communicated to policy-makers. The above-mentioned techniques present study results in terms of some type of uncertainty interval. However, little or no attention is paid to the question of how decision-makers should interpret the results where uncertainty intervals overlap. The recently developed stochastic league tables inform decision-makers about the probability that a specific intervention would be included in the optimal mix of interventions for various levels or resource availability, taking into account the uncertainty surrounding costs and effectiveness.
This paper derives a stochastic league table for hypothetical interventions in tuberculosis control. We show that the incorporation of uncertainty ranges for CERs in a stochastic league table provides additional information to decision-makers for priority setting.

This methodologic work on estimating uncertainty is part of the larger World Health Organization (WHO) concept of Generalized-CEA (12). WHO proposes to provide policy-makers with a simple set of results that are more generalizable across settings by evaluating the costs and effectiveness of new and existing interventions, compared to the starting point of doing none of the current interventions, called the “null”. This removes the constraint that the current intervention mix must be continued and eliminates differences in starting points, which traditionally makes the results of incremental analyses difficult to transfer across settings.

**Probabilistic uncertainty analysis by Monte Carlo simulations**

Probabilistic uncertainty analysis using Monte Carlo simulations has been well described elsewhere (4;7–9). Most applications assume a distributional form (e.g., normal, uniform, binomial) for each estimated (but nonsampled) variable. Repeated samples are then drawn from these distributions to determine an empirical distribution for some construct of the variables, such as CERs.

<table>
<thead>
<tr>
<th>Intervention</th>
<th>Costs</th>
<th>Effects</th>
</tr>
</thead>
<tbody>
<tr>
<td>B1</td>
<td>180</td>
<td>200</td>
</tr>
<tr>
<td>B2</td>
<td>325</td>
<td>300</td>
</tr>
<tr>
<td>B3</td>
<td>600</td>
<td>400</td>
</tr>
<tr>
<td>A</td>
<td>550</td>
<td>500</td>
</tr>
<tr>
<td>AB1</td>
<td>631</td>
<td>600</td>
</tr>
<tr>
<td>AB2</td>
<td>726</td>
<td>650</td>
</tr>
<tr>
<td>AB3</td>
<td>952</td>
<td>700</td>
</tr>
</tbody>
</table>

To illustrate the procedure, consider a hypothetical example first presented in Murray et al. (12) related to four interventions for tuberculosis: a) passive case detection and treatment with directly observed short-course therapy (DOTS) (A); b) bacille Calmette-Guérin (BCG) vaccination at 50% coverage (B1); c) BCG vaccination at 75% coverage (B2); and d) BCG vaccination at 100% coverage (B3). In addition, three other mutually exclusive options are presented: DOTS combined with the different levels of BCG coverage, i.e. AB1, AB2, and AB3, respectively. Costs and health effects interact: the variable costs component of DOTS
decreases when the vaccination is given, and fewer cases of tuberculosis will occur. The health benefits of BCG vaccination will be fewer in the presence of a treatment programme, because many of the deaths from tuberculosis expected in the absence of treatment will be avoided. Total costs and health effects of the interventions at the population level are presented in Table 1 and Figure 1. To reflect uncertainty, costs are assumed to be normally distributed with standard deviation of 100; health effects are assumed to be normally distributed with a standard deviation of 100. The covariance is assumed to be zero.

The procedure to generate a sample distribution for the incremental CER from expanding the intervention, for example, BCG coverage from 50% to 75% (B1→B2), is as follows:

1. Take one sample of costs (C) and health effects (E) from the distribution of costs and effects from B1: $C_{B1}$ and $E_{B1}$, and one sample of cost and effects from the distribution of costs and effects of B2: $C_{B2}$ and $E_{B2}$;
2. The sample estimate of the incremental CER is then given by $C_{B2}-C_{B1}$ divided by $E_{B2}-E_{B1}$; and
3. Repeating this process a large number of times gives a vector of sample estimates that is the empirical sampling distribution of the incremental CER statistic.

We used the statistical program @RISK 4.0™ (Palisade Decision Tools) to run the analyses.

There is little stability in these CER estimates where the distributions of costs or health effects overlap – some simulations will produce negative net health effects and some positive net health effects, for example.
This can lead to positive or negative incremental CERs. Figure 2 shows the mean value of the sampled estimates of the incremental CERs for 0→B1, B1→B2, and B2→B3. For the assumed ranges of costs and health effects, even after a large number of samples, some means do not stabilize. The mean CER of 0→B1 is relatively stable because the origin is fixed, and costs and health effects of intervention B1 constitute its only source of uncertainty (i.e., it is an average ratio).
The simple percentile method allows us to estimate confidence intervals in the presence of these unstable means. This approach takes the $100(\alpha/2)$ and the $100(1-(\alpha/2))$ percentile values of the bootstrap distribution as the upper and lower confidence limits for the CER (10). Table 2 shows the 90% confidence intervals for the seven mutually exclusive alternatives. The occasional very high values for the incremental CER of the expansion from $AB1 \rightarrow AB2$ is the reason why its confidence interval does not include its mean value.

Table 2  Sample incremental CERs for seven interventions

<table>
<thead>
<tr>
<th>Intervention</th>
<th>Mean</th>
<th>Minimum</th>
<th>Maximum</th>
<th>90% confidence interval</th>
</tr>
</thead>
<tbody>
<tr>
<td>$0 \rightarrow B1$</td>
<td>1</td>
<td>-379</td>
<td>340</td>
<td>0 4</td>
</tr>
<tr>
<td>$B1 \rightarrow B2$</td>
<td>2</td>
<td>-912</td>
<td>5131</td>
<td>-8 8</td>
</tr>
<tr>
<td>$B2 \rightarrow B3$</td>
<td>3</td>
<td>-961</td>
<td>6358</td>
<td>-11 13</td>
</tr>
<tr>
<td>$B3 \rightarrow A$</td>
<td>-1</td>
<td>-1046</td>
<td>635</td>
<td>-5 5</td>
</tr>
<tr>
<td>$A \rightarrow AB1$</td>
<td>1</td>
<td>-4469</td>
<td>1727</td>
<td>-5 6</td>
</tr>
<tr>
<td>$AB1 \rightarrow AB2$</td>
<td>21</td>
<td>-20545</td>
<td>109129</td>
<td>-7 7</td>
</tr>
<tr>
<td>$AB2 \rightarrow AB3$</td>
<td>-4</td>
<td>-30827</td>
<td>6662</td>
<td>-11 12</td>
</tr>
</tbody>
</table>

Of special interest are interventions that are weakly dominated on the basis of the point estimate of their CER but have a wide confidence interval. In such cases, some simulations might show them to be no longer dominated. In Figure 1, consider intervention B3. Because its mean is located north-west of intervention A, it appears to be strongly dominated. However, the uncertainty range of the incremental CER of $B3 \rightarrow A$ ranges from -$5$ to $5$ per unit of health effect and thus includes positive values. Therefore, we cannot be sure that B3 should be excluded from the set of alternatives under consideration.

COMBINING PROBABILISTIC UNCERTAINTY ANALYSIS WITH NONPARAMETRIC BOOTSTRAP PROCEDURES

In the situation in which individual level data are available for some component of costs or effects, one feasible approach is to combine probabilistic uncertainty analysis with nonparametric bootstrapping to estimate a total “uncertainty range” for CERs (9). The use of nonparametric bootstrapping has been advocated by many authors (10;13–15) and has been extensively applied to empirical data (2;7;10;13;15–22). Unlike probabilistic uncertainty analyses, the bootstrap approach is a nonparametric method that makes no distributional assumptions concerning the statistic in question. Instead it employs the original data in a resampling exercise in order to give an empirical estimate of the sampling distribution of that estimate.

The basic concept behind nonparametric bootstrapping is to treat the study sample as if it were the population, the premise being that it is better to draw inferences from the sample in hand rather than make potentially unrealistic assumptions about the underlying population. Using the
nonparametric bootstrap approach, successive random draws are taken with replacement from the study sample data. As such, the fact that an observation has been selected does not preclude it from being selected again for the same resample, which leads to the construction of different bootstrap resamples. The statistic of interest and its distribution is calculated from these resamples. The number of bootstrap resamples, B, should at least be 1,000 to construct confidence intervals, in order to ensure that the tails of the empirical distributions are filled. An important advantage of the nonparametric bootstrap approach is that it is of no consequence whether the original sample is a well-behaved distribution because it forms its own probability density function.

To illustrate the combination of probabilistic uncertainty analysis and nonparametric bootstrapping, consider a CEA with costs being the product of vectors of unit prices and resource utilization. By defining a probability distribution of unit prices, and with resource utilization and effectiveness data stemming from sampled data, a total uncertainty range can be estimated by combining probabilistic uncertainty analysis with nonparametric bootstrapping. To start with, a large number (B) of samples of size np of sets of unit prices are obtained by random sampling from the prior distributions, and the mean price is calculated for each of the B samples. Similarly, B bootstrap samples of size nq are taken from the resource utilization and effectiveness data, and the mean resource utilization and effectiveness is estimated for each of the B bootstrap samples. Then B replicates of the CER can be obtained by combining B bootstraps of both resource utilization and effectiveness data with the B sets of prices sampled from the prior distributions. These are then used to calculate a percentile interval.

**Uncertainty at the Allocation Level**

Traditionally, the above results, as reported in Table 2, are placed in a single league table to inform decision-makers about the relative value of a set of (mutual exclusive) interventions. Rank ordering in the league table approach is usually made on the basis of point estimates of CE alone. However, in our example of tuberculosis control, uncertainty intervals overlap and it is not clear how decision-makers should interpret such information. This problem was also faced in many practical situations, including the study by Goodman and Mills, which incorporated the estimated uncertainty interval for their estimates of the cost-effectiveness of interventions against malaria; however, because the intervals overlapped, the authors were unwilling to suggest which ones should be given preference in the event of a shortage of resources. We believe that additional information is obtained in the data used to produce the uncertainty intervals, which could be used to guide policy-makers more than by simply saying that no decision could be made because confidence intervals overlap.
We propose the use of stochastic league tables. The approach provides the probability of inclusion of a specific intervention in the optimal mix of interventions given the uncertainty surrounding the intervention. The construction of stochastic league tables requires four steps and is described in more detail elsewhere (11). In a first step, CERs are calculated for the respective programmes by drawing single samples from distributions of both costs and health effects, using Monte Carlo simulations. Second, based on these samples, the optimal mix of interventions is defined, applying resource allocation decision rules as described in Murray et al. (12). Third, this exercise is repeated 10,000 times to obtain a distribution of rank orders of interventions, given a certain resource level. This provides information on the probability of the cost-effectiveness of interventions. Fourth, this procedure is repeated for various resource levels. This provides a so-called “budget expansion path”, which shows that different interventions will be chosen at different resource levels.

Table 3 summarizes the results as probabilities (in percentages) that a particular intervention in tuberculosis would be included in the optimal set at different resource availability levels. Probabilities of inclusion of an intervention depend on the resource availability, its costs, and its relative cost-effectiveness. In our example, at a resource level of 100, intervention B1 is chosen in 19% of all cases (i.e., costs of B1 are less than 100 in 19% of the cases, and other interventions are too costly to be chosen). If resource availability increases, the probability of inclusion of other interventions also increases. Note that intervention B3, which would not be considered in a deterministic approach because of strong dominance, is now chosen in a low number of cases at certain resource levels. At the highest resource level (1200), AB3 is chosen in 53% of all cases. Decision-makers can use this information to prioritize interventions should more resources become available for health care.

Stochastic league tables present decision-makers the probability that an intervention will be included in the optimal choice and are therefore more informative than traditional league tables, which simply present uncertainty ranges (and may leave decision-makers indecisive when they overlap). They also allow decision-makers to better evaluate the impact of trading off the efficiency goal against other objectives such as reducing health inequalities in their selection of interventions. For example, the stochastic league table informs decision-makers that they are not likely to lose much in terms of efficiency if, at a resource level of 1000, they decide to select AB2 rather than AB3 for equity reasons.

**Discussion**

This paper presents an extension and generalization of previously described methods examining uncertainty in cost-effectiveness studies. Whereas previous studies applied the concept of bootstrapping and Monte Carlo simulations in the contexts of clinical trials, here we apply
Table 3  Stochastic league table, with probabilities of inclusion of interventions (%) for different resource availability

<table>
<thead>
<tr>
<th>Intervention</th>
<th>Resource level</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>100</td>
</tr>
<tr>
<td>B1</td>
<td>19</td>
</tr>
<tr>
<td>B2</td>
<td>0</td>
</tr>
<tr>
<td>B3</td>
<td>0</td>
</tr>
<tr>
<td>A</td>
<td>0</td>
</tr>
<tr>
<td>AB1</td>
<td>0</td>
</tr>
<tr>
<td>AB2</td>
<td>0</td>
</tr>
<tr>
<td>AB3</td>
<td>0</td>
</tr>
</tbody>
</table>
them to decision models, analyzing cost-effectiveness based on any combination of primary and secondary data. Given the prevailing scarcity of sampled data on costs and effects of many public health interventions in developing countries, we propose the use of probabilistic uncertainty analysis using Monte Carlo simulations, in combination with nonparametric bootstrapping techniques where appropriate.

The reporting of some type of uncertainty range of CER in individual studies ignores the question of how policy-makers should interpret the results where uncertainty results overlap. The paper has shown that cost-effectiveness uncertainty ranges of interventions in tuberculosis control overlap and that decision-making is difficult in such a situation. The stochastic league table is a new way of presenting uncertainty around costs and effects to decision-makers. This paper shows that it provides additional information beyond that offered by the traditional treatment of uncertainty in CEA, presenting the probability that each intervention is included in the optimal mix for given levels of resource availability.

NOTES

1. There is confusion in the literature as to the definition of sensitivity analysis, on the one hand, and uncertainty analysis on the other. We argue that sensitivity analysis refers to uncertainty about social choices, such as the discount rate or the inclusion of productivity costs. Uncertainty analysis refers to variation in the distribution of costs and effects (stemming from either nonsampled or sampled data). Following that definition, we prefer to use the term probabilistic uncertainty analysis rather than probabilistic sensitivity analysis to describe the process of drawing repeated samples from nonsampled data, i.e. from some a priori defined distributional form of costs and/or effects. We use the term nonparametric bootstrapping only in relation to drawing samples from sampled data.

2. Instead of calling this a confidence interval, the term uncertainty range could be used since such an interval incorporates both uncertainty related to sampled and nonsampled data.
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EFFECTIVENESS AND COSTS OF INTERVENTIONS TO LOWER SYSTOLIC BLOOD PRESSURE AND CHOLESTEROL: A GLOBAL AND REGIONAL ANALYSIS ON REDUCTION OF CARDIOVASCULAR-DISEASE RISK
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Summary

Background: Cardiovascular disease accounts for much morbidity and mortality in developed countries and is becoming increasingly important in less developed regions. Systolic blood pressure above 115 mm Hg accounts for two-thirds of strokes and almost half of ischaemic heart disease cases, and cholesterol concentrations exceeding 3·8 mmol/L for 18% and 55%, respectively. We report estimates of the population health effects and costs of selected interventions to reduce the risks associated with high cholesterol concentrations and blood pressure in areas of the world with differing epidemiological profiles.

Methods: Effect sizes were derived from systematic reviews or meta-analyses, and the effect on health outcomes projected over time for populations with differing age, sex, and epidemiological profiles. Incidence data from estimates of burden of disease were used in a four-state longitudinal population model to calculate disability-adjusted life years (DALYs) averted and patients treated. Costs were taken from previous publications, or estimated by local experts, in 14 regions.

---

Findings: Non-personal health interventions, including government action to stimulate a reduction in the salt content of processed foods, are cost-effective ways to limit cardiovascular disease and could avert over 21 million DALYs per year worldwide. Combination treatment for people whose risk of a cardiovascular event over the next 10 years is above 35% is also cost effective leading to substantial additional health benefits by averting an additional 65 million DALYs per year worldwide.

Interpretation: The combination of personal and non-personal health interventions evaluated here could lower the global incidence of cardiovascular events by as much as 50%.

Introduction

Cardiovascular disease is a major contributor to the global burden of disease. It accounts for 20·3% of disability adjusted life years (DALYs) lost in more developed countries and already for 8·1% of those lost in less developed countries. The World Health Report 2002 (1) quantified the major contributions of tobacco use, alcohol consumption, high blood pressure, high cholesterol concentrations, low intake of fruit and vegetables, physical inactivity, and high body-mass index to the global burden of disease and of cardiovascular disease in particular (1,2).

Improved data on degree of exposure and reassessments of the magnitude of hazards, have led to the recognition that high blood pressure and high cholesterol concentrations have much greater influence on population health than previously thought (3). About two-thirds of strokes and almost half of cases of ischaemic heart disease can be attributed to systolic blood pressure greater than 115 mm Hg. Total cholesterol concentrations over 3·8 mmol/L account for about 18% of strokes and 55% of cases of ischaemic heart disease. The joint effects of blood pressure and cholesterol concentration would, of course, be less than additive because of the multicausality of cardiovascular disease and the joint action of these two risk factors. Regional analyses have also shown that high blood pressure and high cholesterol concentrations are major risks to health in all regions of the world, not just high-income countries.

Given the burden of disease caused by these factors, assessment of the costs and effects of the available intervention strategies to reduce these risks is important. These strategies should, however, be seen in the context of more comprehensive approaches to the control of cardiovascular disease that focus on several inter-related risks to health including blood pressure, cholesterol concentration, tobacco use, body-
mass index, physical activity, diet, and diabetes (4,5). Here we take advantage of the development of standard methods and companion tools for the assessment of costs, effects, and cost effectiveness of different interventions within and across regions (6–13). These methods and tools mean that results of intervention analyses can be compared more meaningfully across interventions and across locations.

Assessment of the costs and effects of the major intervention strategies for reducing the burden attributable to blood pressure and cholesterol concentrations must address two key issues. First, what are the relative roles of non-personal health services—such as mass-media messages to change diet, or legislation to lower the salt content of processed foods—and personal health services—such as the pharmacological management of cholesterol concentration and hypertension? (4,5,14) Second, should management of blood pressure and cholesterol concentrations be based on thresholds for each risk factor seen in isolation (such as treatment for a systolic blood pressure above 160 mm Hg), or should management be based on the absolute risk of cardiovascular disease for a given individual taking into account all his or her known determinants of risk? (15) We analyse the population health effects and costs of non-personal health measures, treatment of individual risk factors, and treatment based on various values of absolute risk (16–18).

**Methods**

**Interventions**

17 non-personal and personal health-service interventions or combinations have been included in this analysis (table 1). Non-personal health interventions included health education through the mass media (focusing on blood pressure, cholesterol concentration, and body mass), and either legislation or voluntary agreements on salt content to ensure appropriate labelling and stepwise decreases in the salt content of processed foods. Personal health-service interventions included detection and treatment of people with high concentrations of cholesterol for two thresholds; treatment of individuals with high systolic blood pressure with two thresholds; treatment of individuals for both these risk factors; and treatment of individuals based on their absolute risk of a cardiovascular event in the next 10 years (the absolute risk approach (20)) with four thresholds. Risk values are defined by fitting mean risk-factor values to observed baseline-risk values. Estimates of the relative risk of modelled risk factors on cardiovascular events are used to predict the absolute risk of individuals with high values for risk factors. Individuals with an absolute risk of cardiovascular disease greater than the threshold all receive a β-blocker, diuretic, statin, and aspirin.
<table>
<thead>
<tr>
<th>Intervention</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Non-Personal Interventions:</strong></td>
<td></td>
</tr>
<tr>
<td>N1 Salt reduction through voluntary</td>
<td>Cooperation between government and the food industry for stepwise decrease in salt content of processed foods and for labelling</td>
</tr>
<tr>
<td>agreements with industry</td>
<td></td>
</tr>
<tr>
<td>N2 Population-wide reduction in salt</td>
<td>Legislation to decrease salt content in processed foods and appropriate labelling</td>
</tr>
<tr>
<td>intake legislation</td>
<td></td>
</tr>
<tr>
<td>N3 Health education through mass media</td>
<td>Health education through broadcast and print media focusing on body-mass index and cholesterol concentrations</td>
</tr>
<tr>
<td>N4 Combined intervention of N2 and N3</td>
<td>Combination of N2 and N3</td>
</tr>
<tr>
<td><strong>Personal Interventions:</strong></td>
<td></td>
</tr>
<tr>
<td>P1 Individual-based hypertension and</td>
<td>Treatment of SBP above 160mmHg (P1) or above 140mmHg (P2) with a standard regimen of β-blocker and diuretic</td>
</tr>
<tr>
<td>treatment and education</td>
<td></td>
</tr>
<tr>
<td>P2</td>
<td></td>
</tr>
<tr>
<td>P3 Individual treatment for high</td>
<td>Treatment with statins for total cholesterol concentrations above 6.2 mmol/L (P3) and above 5.7 mmol/L (P4)</td>
</tr>
<tr>
<td>cholesterol concentrations and education</td>
<td></td>
</tr>
<tr>
<td>P4</td>
<td></td>
</tr>
<tr>
<td>P5 Individual treatment and health</td>
<td>Combination of P2 and P3, with treatment thresholds of 140mmHg SBP and 6.2 mmol/L for total cholesterol concentration</td>
</tr>
<tr>
<td>education for SBP and cholesterol concentration</td>
<td></td>
</tr>
<tr>
<td>P6 Absolute risk approach to P9</td>
<td>People with an estimated combined risk of a cardiovascular event* over the next decade above a given threshold treated for multiple risk factors (with statin, diuretic, β-blocker, and aspirin) whatever the values for individual risk actors; four different thresholds were evaluated: 35% (P6), 25% (P7), 15% (P8), and 5% (P9)</td>
</tr>
</tbody>
</table>

*Cardiovascular Event* includes myocardial infarction, stroke, transient ischemic attack, intermittent claudication, and percutaneous transluminal coronary angioplasty.
A desirable approach would be to evaluate all possible combinations of interventions in every country of the world, and for some of the larger countries, at a subnational level. No country has yet been able to do this, and many countries do not have the technical capacity to evaluate even a few of them. At the other extreme, global estimates are of little use to any individual country. WHO, through its CHOICE project, provides information on costs and health effects at a subregional level, with the different parts of the world divided by geographical proximity and epidemiology. This approach allows interventions to be put into broad categories, such as very cost effective, cost effective, and cost ineffective, revealing the extent to which strategies to reduce risks to health should differ across different settings.

In addition, CHOICE provides results in such a way that analysts from countries within a region can adapt them to their own setting if they wish. The costs, effects, and cost-effectiveness of each of the 17 interventions have been evaluated for 14 epidemiological subregions of the world (Annex 1). The results from three of them are discussed in detail—SearD (in southeast Asia with high rates of adult and child mortality); AmrB (in Latin America with low adult and child mortality); and EurA (in Europe with very low adult and child mortality)—although the costs and effectiveness estimates for all 14 subregions are given in Annex 2.
### Table 2  
**Annual Costs, Effects, and Cost-Effectiveness of Interventions**

<table>
<thead>
<tr>
<th>Intervention*</th>
<th>AmrB</th>
<th></th>
<th></th>
<th></th>
<th>EurA</th>
<th></th>
<th></th>
<th></th>
<th>SearD</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Costs ($x10^6)</td>
<td>DALYs (x10^5)</td>
<td>Cost/DALY ($)</td>
<td>Costs ($x10^6)</td>
<td>DALYs (x10^5)</td>
<td>Cost/DALY ($)</td>
<td>Costs ($x10^6)</td>
<td>DALYs (x10^5)</td>
<td>Cost/DALY ($)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-personal</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>N1</td>
<td>82</td>
<td>3</td>
<td>244</td>
<td>297</td>
<td>7</td>
<td>438</td>
<td>199</td>
<td>5</td>
<td>373</td>
<td></td>
<td></td>
</tr>
<tr>
<td>N2</td>
<td>82</td>
<td>6</td>
<td>127</td>
<td>297</td>
<td>13</td>
<td>227</td>
<td>199</td>
<td>10</td>
<td>193</td>
<td></td>
<td></td>
</tr>
<tr>
<td>N3</td>
<td>81</td>
<td>6</td>
<td>136</td>
<td>202</td>
<td>12</td>
<td>165</td>
<td>204</td>
<td>14</td>
<td>143</td>
<td></td>
<td></td>
</tr>
<tr>
<td>N4</td>
<td>163</td>
<td>12</td>
<td>135</td>
<td>499</td>
<td>24</td>
<td>205</td>
<td>403</td>
<td>24</td>
<td>168</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Personal</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P1</td>
<td>3 122</td>
<td>38</td>
<td>811</td>
<td>14 777</td>
<td>73</td>
<td>2 033</td>
<td>1 570</td>
<td>44</td>
<td>357</td>
<td></td>
<td></td>
</tr>
<tr>
<td>P2</td>
<td>8 806</td>
<td>47</td>
<td>1 863</td>
<td>37 385</td>
<td>82</td>
<td>4 536</td>
<td>6 399</td>
<td>71</td>
<td>904</td>
<td></td>
<td></td>
</tr>
<tr>
<td>P3</td>
<td>2 426</td>
<td>28</td>
<td>865</td>
<td>19 187</td>
<td>65</td>
<td>2 967</td>
<td>2 537</td>
<td>54</td>
<td>468</td>
<td></td>
<td></td>
</tr>
<tr>
<td>P4</td>
<td>4 397</td>
<td>33</td>
<td>1 326</td>
<td>27 142</td>
<td>69</td>
<td>3 933</td>
<td>4 835</td>
<td>69</td>
<td>705</td>
<td></td>
<td></td>
</tr>
<tr>
<td>P5</td>
<td>11 232</td>
<td>61</td>
<td>1 832</td>
<td>56 572</td>
<td>110</td>
<td>5 161</td>
<td>8 936</td>
<td>107</td>
<td>838</td>
<td></td>
<td></td>
</tr>
<tr>
<td>P6</td>
<td>1 335</td>
<td>51</td>
<td>259</td>
<td>11 555</td>
<td>87</td>
<td>1 324</td>
<td>1 650</td>
<td>74</td>
<td>224</td>
<td></td>
<td></td>
</tr>
<tr>
<td>P7</td>
<td>2 059</td>
<td>56</td>
<td>366</td>
<td>16 015</td>
<td>95</td>
<td>1 685</td>
<td>2 888</td>
<td>88</td>
<td>327</td>
<td></td>
<td></td>
</tr>
<tr>
<td>P8</td>
<td>3 352</td>
<td>62</td>
<td>542</td>
<td>22 226</td>
<td>104</td>
<td>2 147</td>
<td>5 078</td>
<td>106</td>
<td>477</td>
<td></td>
<td></td>
</tr>
<tr>
<td>P9</td>
<td>6 456</td>
<td>69</td>
<td>931</td>
<td>35 750</td>
<td>114</td>
<td>3 144</td>
<td>10 183</td>
<td>133</td>
<td>768</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Combined</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C1</td>
<td>1 365</td>
<td>54</td>
<td>252</td>
<td>11 045</td>
<td>91</td>
<td>1 209</td>
<td>1 829</td>
<td>82</td>
<td>222</td>
<td></td>
<td></td>
</tr>
<tr>
<td>C2</td>
<td>2 056</td>
<td>58</td>
<td>352</td>
<td>15 474</td>
<td>99</td>
<td>1 570</td>
<td>2 994</td>
<td>95</td>
<td>314</td>
<td></td>
<td></td>
</tr>
<tr>
<td>C3</td>
<td>3 332</td>
<td>64</td>
<td>523</td>
<td>21 612</td>
<td>106</td>
<td>2 031</td>
<td>5 149</td>
<td>112</td>
<td>459</td>
<td></td>
<td></td>
</tr>
<tr>
<td>C4</td>
<td>6 394</td>
<td>71</td>
<td>903</td>
<td>35 095</td>
<td>116</td>
<td>3 023</td>
<td>10 173</td>
<td>137</td>
<td>745</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

* See Table 1 for descriptions of interventions.
**INTERVENTION EFFECTS**

Effect sizes used in the analysis are based on systematic reviews of randomised trials where possible, or meta analyses (Annexes 3, 4, 5, 6). The joint effects of interventions were assumed to be multiplicative, drawing from the evidence of large cohort studies in diverse populations (21–23).

Population health effects due to the interventions are modelled by stochastically simulating populations specific for age, sex, and subregion with the observed baseline values of cardiovascular risk and the observed distribution of risk factors (systolic blood pressure, cholesterol concentration, body-mass index, and prevalence of long-term smokers) in those regions (24,25). Interventions cover either the entire population (non-personal interventions) or subpopulations meeting specific characteristics (personal interventions), such as having a 10-year risk of a cardiovascular event, or systolic blood pressure, over a certain threshold. Population-level cardiovascular risk (incidence) is recalculated after applying the effectiveness of the intervention and the effect size of the implied change in risk-factor values to the population receiving the intervention.

To translate changes in the risk of cardiovascular disease events specific for age and sex into changes in population health quantified by DALYs, we used a standard multi-state modelling tool, PopMod (see Part Two background paper 2). In this model, health effects are estimated by tracing what would happen to each age and sex cohort of a given population over 100 years, with and without each intervention. PopMod is a four-state population model simulating the evolution of a population partitioned into four distinct health states: people who have the disorder under study, people with some other disorder, people who have both conditions, or those with none of the above (but are susceptible). Births and deaths are also included. The states can be considered either straightforwardly or as aggregates of other substates. Transition rates, such as incidence, remission, and mortality, govern movements between states.

The model is described by a system of ordinary differential equations with each population age and sex group modelled individually as a separate differential equation system (26). The model shows the time evolution of the size of the population age and sex groups through the four health states, and deaths, in yearly steps. With the appropriate health-state valuations, standard life-table measures and various summary measures of population health can be derived. Monte Carlo analysis of uncertainty in transition rates is possible. The side-effect relating to the consequences of bleeding associated with the use of aspirin was included. The entire population is subject to background mortality and morbidity, which are assumed to be independent of the cardiovascular-disease states explicitly modelled.

In some cases, mostly in more developed countries, information on intervention effects was available for only one or two settings. The
associations of blood pressure and cholesterol, however, are remarkably similar in size and shape across Asia, Europe, and North America (22,27,28). We could not obtain evidence about how adherence might vary across settings, so no variation was included. Nevertheless, policy-makers must still make decisions about how to use their scarce resources. One approach would be simply to say that there is no evidence. The approach taken here is to provide the best available evidence, even if this is obtained by extrapolation from one setting to another. This approach carries additional uncertainty, especially in the case of behavioural interventions, which should be taken into account in interpretation of the results.

**Costs**

Costs include programme-level costs associated with running the intervention (such as administration, training, and media) and patient-level costs (such as primary-care visits, diagnostic tests, and medicines). For this analysis, potential cost-savings related to the prevention of cardiovascular-disease events were not incorporated because the major interest is in identifying the costs of improving population health by preventing these events. Costs were based on a standard ingredients-approach that has been developed by WHO to facilitate costing of interventions (6–9). The units of physical inputs required were assessed and multiplied by the unit price for each input. For programme costs the quantities of the required inputs (such as labour, vehicles, office space) were identified from publications, with additional details provided by programme staff in various parts of the world. The quantity of patient-level resource inputs required for a given health intervention (e.g., hospital inpatient days, outpatient visits, medications, laboratory tests) were identified in a similar way. Reporting of costs by use of the ingredients-approach is an important part of making the results transparent to policy-makers as well as providing a way for analysts to adapt the results to their own settings.

Unit costs of programme-level and patient-level resource inputs, such as the salaries of central administrators, the capital costs of vehicles, offices, and furniture, or the cost per outpatient visit, were obtained from a review of relevant publications and supplemented by primary data from programme staff in several countries. Costs of drugs were based on the price of off-patent drugs from the vendor selling high-quality drugs at the lowest prices.

Information on the costs and effectiveness of interventions that are undertaken inefficiently has little value for decision-makers. For that reason, we assumed capacity utilisation of 80% in most settings—e.g., that health personnel are fully occupied for 80% of their time. The results identify, therefore, the set of interventions that, if done efficiently, would be cost effective in the different settings.

Costs are reported in international dollars to facilitate more meaningful comparisons across regions. An international dollar has the
same purchasing power as the US dollar has in the USA. Costs in local currency units are converted to international dollars by use of purchasing power parity (PPP) exchange rates rather than official exchange rates. A PPP exchange rate is the number of units of a country’s currency required to buy the same amounts of goods and services in the domestic market as a US dollar would buy in the USA. An international dollar is, therefore, a hypothetical currency that is used as a means of translating and comparing costs taking into account differences in purchasing power. The base year is 2000. Details of the assumptions are given in Annex 3.

Cost-effectiveness

Average cost-effectiveness ratios were calculated for each intervention by combining the information on the total costs with information on the total health effects in terms of DALYs averted. All costs and effects are discounted at 3%, consistent with the Disease Control Priority Review (29), the first large-scale attempt to compare the cost effectiveness of interventions across diseases, and the recommendations of the US Panel on Cost-Effectiveness in Health and Medicine (30). By use of a standard approach, we identified the set of interventions a region should purchase to achieve the greatest health gain for different budget levels. The order in which interventions would be purchased is called an expansion path and is based on the incremental costs and benefits of each intervention compared with the last intervention purchased.

The Commission on Macroeconomics and Health recently defined interventions that have a cost effectiveness ratio of less than three times gross domestic product per head as cost effective (31). On this basis, we defined three broad categories: interventions that gain each year of healthy life (i.e., DALY averted) at a cost less than gross domestic product per head are defined as very cost effective; those averting each DALY at a cost between one and three times gross domestic product per head are cost effective; and the remainder are not cost effective.

The results of cost-effectiveness analysis should not be used in a formulaic way—starting with the intervention that has the lowest cost-effectiveness ratio, choosing the next most attractive intervention, and continuing until all resources have been used (10). There is generally too much uncertainty surrounding estimates for this approach; moreover, there are other goals of health policy in addition to improving population health. The tool is most powerful when it is used to classify interventions into broad categories such as those we used. This approach provides decision-makers with information on which interventions are low-cost ways of improving population health and which improve health at a much higher cost. This information enters the policy debate to be weighed against the effect of the interventions on other goals of health policy.
Sensitivity analysis

Multivariate sensitivity analysis was undertaken to assess the effect of uncertainty in the assumptions on the baseline levels of risks and effect sizes on the cost effectiveness ratios. The first step was to take several samples of hypothetical individuals from correlated distributions of four risk factors: total cholesterol concentration, systolic blood pressure, smoking, and body-mass index. Then samples were taken from distributions around the population means and SDs of the risk factors, as well as around the relative risks and effectiveness estimates from limits developed from the review of relevant publications (Annexes 3 and 4), producing upper and lower confidence limits on mean incidence. This procedure also includes the effects on costs because different numbers of people will be covered by an intervention under the different scenarios. At the same time, the price of medicines—the most important driver of costs—was allowed to vary from half to double the base estimate.

Role of the funding source

The sponsor of the study had no role in the study design, collection, analysis, or interpretation of data, or the writing of the report.

Results

Table 2 gives the total annualised costs, total annual health effect in terms of DALYs averted, and the average cost-effectiveness ratio for each of the 17 interventions in three subregions with differing levels of adult and child mortality and different patterns of risks to health (EurA, AmrB, and SearD; the full set of results for all 14 subregions is given in Annex 2). The health benefits of all interventions follow a roughly bell-shaped curve when plotted against age. Depending on the intervention and the region, the curve reaches its maximum at around 60 years of age, with about half

**Figure 1** Total intervention benefit by age (AmrB)
of the total intervention benefit occurring at younger ages, and about half at older ages. This relation is shown for AmrB in figure 1.

All 17 interventions in all three regions are cost effective according to the Commission on Macroeconomics and Health criterion. In all regions, the four non-personal interventions have cost-effectiveness ratios that are lower than personal health-service interventions.

When considered individually, non-personal health interventions to reduce blood pressure and cholesterol are very cost effective. Measures to decrease salt intake are potentially very cost effective, with legislation being more cost effective than voluntary agreements under the assumption that it would lead to the larger reduction in dietary salt intake. The effect of non-personal health service strategies to lower cholesterol concentrations depends on the distribution of risk factors in the region; it has a slightly lower effect on population health than legislation to lower salt intake in EurA and AmrB, but a substantially higher effect in SearD.

Perhaps surprisingly, personal health-service strategies have a much greater potential to reduce the burden of disease—even though they are slightly less cost effective than the population-wide strategies. Treatment of systolic blood pressure above 160 mm Hg is very cost effective in all regions. Statins are now available off-patent at very low cost, and their use for people with total cholesterol concentrations above 6·2 mmol/L is also very cost effective in all regions. However, a comparison of their cost-effectiveness ratios with those of the absolute-risk approach shows that treatment based on measured blood pressure or cholesterol concentrations alone would not be the preferred option on grounds of cost-effectiveness. The absolute-risk approach at a threshold of 35% is always more cost effective than treatment based on either the measured systolic blood pressure or the measured cholesterol concentration. It would avert an additional 65 million DALYs on top of the 21 million DALYs averted by the two non-personal interventions evaluated here.

As the absolute risk threshold is lowered, the health benefits increase, but so do the costs; to obtain each additional unit of health benefit becomes more and more expensive. The exact point at which policymakers might choose to set the threshold will vary by setting and will take into account many factors in addition to cost effectiveness, but reduction of the threshold even below 15% in the three regions under consideration is very cost effective, even when consequences of bleeding associated with the additional use of aspirin are taken into account.

The cost-effectiveness ratios of the individual interventions do not tell the whole story. Figures 2, 3, and 4 plot the annual cost and DALYs averted for each of the 17 interventions in the three regions. The slope of the line connecting the origin to each point is the cost-effectiveness ratio. The steeper the slope the more expensive the intervention is per DALY averted. This figure also helps to show the incremental cost and incremental health gain of moving from one intervention strategy to another.
Figure 2  Yearly costs and effectiveness of AmrB
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**Personal-based Interventions (P)**
- P1 – treatment of hypertension at 160 mmHg
- P2 – treatment at 140 mmHg
- P3 – treatment of cholesterol at 6.2 mmol/L
- P4 – treatment of cholesterol at 5.7 mmol/L
- P5 – combination of I1 and I3
- P6 – absolute risk approach, 35% threshold
- P7 – absolute risk approach, 25% threshold
- P8 – absolute risk approach, 15% threshold
- P9 – absolute risk approach, 5% threshold

**Non-personal wide Interventions (N)**
- N1 – voluntary salt reduction
- N2 – legislated salt reduction
- N3 – mass media targeting cholesterol
- N4 – combination of P2 and P3

**Combined Personal and Non-Personal Interventions (C)**
- C1 – P6 & N4
- C2 – P7 & N4
- C3 – P8 & N4
- C4 – P9 & N4

Figure 3  Yearly costs and effectiveness of EurA
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**Personal-based Interventions (P)**
- P1 – treatment of hypertension at 160 mmHg
- P2 – treatment at 140 mmHg
- P3 – treatment of cholesterol at 6.2 mmol/L
- P4 – treatment of cholesterol at 5.7 mmol/L
- P5 – combination of I1 and I3
- P6 – absolute risk approach, 35% threshold
- P7 – absolute risk approach, 25% threshold
- P8 – absolute risk approach, 15% threshold
- P9 – absolute risk approach, 5% threshold

**Non-personal wide Interventions (N)**
- N1 – voluntary salt reduction
- N2 – legislated salt reduction
- N3 – mass media targeting cholesterol
- N4 – combination of P2 and P3

**Combined Personal and Non-Personal Interventions (C)**
- C1 – P6 & N4
- C2 – P7 & N4
- C3 – P8 & N4
- C4 – P9 & N4
From the perspective of how best to achieve the best population health for the available resources, the optimum overall strategy is a combination of the population-wide and individual-based interventions. The solid lines joining the most cost-effective points in figures 2, 3, and 4 show the best choice in terms of cost-effectiveness. These expansion paths join the interventions that would be selected for increasing availability of resources. The slopes between them represent the incremental cost-effectiveness ratio (the additional costs required to avert each additional DALY by moving from the lower-cost to the higher-cost intervention). The incremental costs, effects, and cost effectiveness ratios of points on the expansion path are reported in table 3. If resources are extremely scarce, the non-personal interventions will be chosen first.
### Table 3: Annual incremental costs, effects, and cost-effectiveness of interventions

<table>
<thead>
<tr>
<th>Intervention*</th>
<th>AmrB</th>
<th></th>
<th></th>
<th>EurA</th>
<th></th>
<th></th>
<th>SearD</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Costs ($x10^6)</td>
<td>DALYs (x10^5)</td>
<td>Cost/DALY ($)</td>
<td>Costs ($x10^6)</td>
<td>DALYs (x10^5)</td>
<td>Cost/DALY ($)</td>
<td>Costs ($x10^6)</td>
<td>DALYs (x10^5)</td>
</tr>
<tr>
<td>Non-personal</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>N2</td>
<td>82</td>
<td>7</td>
<td>127</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>N3</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>202</td>
<td>12</td>
<td>165</td>
<td>204</td>
<td>14</td>
</tr>
<tr>
<td>N2 to N4</td>
<td>81</td>
<td>6</td>
<td>145</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>N3 to N4</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>297</td>
<td>12</td>
<td>246</td>
<td>199</td>
<td>10</td>
</tr>
<tr>
<td>Combined</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>N4 to C1</td>
<td>1 201</td>
<td>42</td>
<td>286</td>
<td>10 546</td>
<td>67</td>
<td>1 573</td>
<td>1 426</td>
<td>58</td>
</tr>
<tr>
<td>C1 to C2</td>
<td>692</td>
<td>4</td>
<td>1 598</td>
<td>4 428</td>
<td>7</td>
<td>6 164</td>
<td>1 166</td>
<td>13</td>
</tr>
<tr>
<td>C2 to C3</td>
<td>1 276</td>
<td>5</td>
<td>2 392</td>
<td>6 138</td>
<td>8</td>
<td>7 812</td>
<td>2 155</td>
<td>17</td>
</tr>
<tr>
<td>C3 to C4</td>
<td>7 899</td>
<td>7</td>
<td>432</td>
<td>13 484</td>
<td>3</td>
<td>13 923</td>
<td>5 023</td>
<td>6</td>
</tr>
</tbody>
</table>

* See Table 1 for descriptions of interventions.
In all three regions, the expansion path is similar. In settings of extreme resource constraints, one of the non-personal interventions to lower salt intake, cholesterol concentration, or both would be purchased first. Decision-makers who wanted to achieve the greatest health gain for available resources would next move to a combined strategy of legislated reductions in salt content of processed foods with mass-media campaigns, and then add the absolute-risk approach to management of blood pressure and cholesterol concentration. Depending on the resources available, the absolute-risk threshold for a cardiovascular-disease event that would trigger intervention with β-blockers, diuretics, statins, and aspirin would be lowered. Although the total costs, total effects, and cost-effectiveness ratios vary across regions, the sequence of intervention strategies that would be purchased is similar.

Figures 2, 3, and 4 also show that the total effect on the burden of disease through the management of absolute risk is substantial. A population-level reduction in cardiovascular-disease events of more than 50% is possible. Even in the less developed regions of AmrB and SearD, the absolute magnitude of the changes in the burden of cardiovascular disease is impressive.

The multivariate uncertainty analysis shows that the cost-effectiveness ratios can be up to 83% higher on average or 53% lower depending on the region. This variation is illustrated for SearD in figure 5. The “clouds” or uncertainty regions show the range of possible point estimates emerging from the uncertainty analysis for any given intervention. Despite the uncertainty, the individual and combined non-personal interventions are always chosen first—the uncertainty regions for them are close to the origin and do not overlap with any of the treatment options or the combined interventions. However, certainty that population reduction of
salt intake at 30% will always be more cost effective than the mass-media intervention targeting cholesterol is not possible.

The treatment interventions are highly correlated with each other as are the combination interventions. If a particular sampling for the Monte Carlo simulations shows a low effectiveness for statins, for example, it must be the same for all interventions involving statins (i.e., for all the absolute-risk options and the option to treat individuals only on the basis of measured blood cholesterol concentration). A point at the extreme left of any intervention’s uncertainty region would be at the extreme left for the other uncertainty regions involving that treatment.

Therefore, the combined non-personal and personal interventions must also be more costly and more effective than the single personal option in any given situation, even if the uncertainty regions overlap—for example, the combination of the non-personal interventions with treatment at the threshold of 25% must always be more effective and more costly than the option of treatment at the 25% threshold, even though the uncertainty regions overlap. Similarly, the options to treat only blood pressure or only cholesterol concentration must always be inside the expansion path, even though the uncertainty regions overlap slightly.

The essential features of the expansion paths in the three regions do not, therefore, change with the changes in assumptions even if the slopes of the segments change somewhat. The order in which the two non-personal health interventions (reduction of salt content of processed foods and the mass-media approach to lowering cholesterol concentrations) would be introduced might not be certain, but in all cases one would be chosen as the most desirable option, then the second would be added, before the first personal intervention would be considered. In addition, the absolute-risk approach is more cost effective than treatment based on either blood pressure or cholesterol concentration alone in all cases.

**DISCUSSION**

In all regions, these selected non-personal and personal health interventions to lower blood pressure and cholesterol concentration are very cost effective. This finding is at odds with the perception that strategies to prevent cardiovascular disease should strictly be the concern of the very wealthy. Implied in these results is a further frameshift in thinking about priorities and public-health strategies for less developed regions. Even though the benefits documented here are large, the potential of the non-personal interventions may be even larger. The effect of these interventions observed in North Karelia, Finland, was substantially larger than that in the North American demonstration/cluster trials such as the Stanford five-city study (32–34), and the assumptions used here reflect both experiences. With greater understanding of the factors that influence the effectiveness of these non-personal interventions, development of strategies that increase the population health benefits even further could well be possible.
The beneficial effects of reduction in salt intake have been subject to debate, with one review suggesting that the effect on blood pressure was negligible (35). That review focused on interventions involving individual dietary advice to lower salt intake rather than the option to decrease the salt content of processed food as assessed here. Indeed, the review concluded that a population-wide decrease in salt intake through decreasing salt concentrations in processed foods might achieve small reductions in blood pressure across the whole population for sustained periods, which would then have substantial health effects at the population level. This was the motivation for the intervention analysed here. In addition, there is evidence that small and repeated decreases in salt intake are not discernible on grounds of taste (e.g., less salt does not necessarily mean less taste (36)), so people are unlikely to resist the new foods for that reason.

The absolute-risk approach to management of blood pressure and cholesterol concentration is very cost effective in all regions, and has the potential to bring about substantial reductions in ischaemic heart disease and stroke. Many other combinations of medicines are likely to be as cost effective as those evaluated here. A meta-analysis of 354 trials involving 56,000 participants, showed the blood pressure reductions produced by the major classes of drug at standard dose are similar, independent, and additive, and that half the standard dose reduces efficacy by only 20% while more than halving side-effects (27,37,38). There are also probable or proven benefits of these interventions on other important outcomes not measured here, such as dementia, renal failure, peripheral vascular disease, congestive heart failure, and the need for coronary-artery bypass grafting (39–43). Furthermore, although the effects of drugs to lower blood pressure and cholesterol concentration are due largely to the reduction in the risk factor achieved (24,25), there may be some additional benefits with specific agents, such as reduction in the risk of coronary disease with inhibitors of angiotensin-converting enzyme (43).

Implementation of risk screening can and should be tailored to the resource levels of national health systems. In high-income countries, risk assessment on the basis of age, sex, measured blood pressure, cholesterol concentration, body-mass index, diabetes, tobacco use, and clinical history of previous cardiovascular-disease events is practical. In low-resource settings, however, adequate risk screening could be based simply on age, sex, measured blood pressure, body-mass index, tobacco use, and past cardiovascular-disease events. This assessment would require no sophisticated technology or blood sampling. A “risk pill” of antihypertensive drugs, statin, and aspirin could also be packaged as a single compound, facilitating compliance.

As the absolute-risk threshold used to trigger treatment is lowered, larger proportions of the adult population would be on long-term drug treatment and the number of adverse events would increase. The consequences of this medicalisation of potentially the majority of the
adult population should be carefully considered. Issues of long-term compliance might also limit the applicability of the approach in certain populations, including younger age-groups. The potentially huge benefits and the apparent cost-effectiveness of the absolute-risk approach do seem to justify some large-scale population effectiveness studies. States or provinces in countries facing major cardiovascular-disease challenges could be enrolled to see whether the expected population benefits can be achieved in the short time-frame implied by the analysis.

In more developed countries, values of blood pressure and cholesterol concentration are well known to be worse in the poor than in the rich (44). Knowledge on how to manage these risks is used more effectively by the higher income, more educated population groups. Consequently, the coverage of interventions to decrease blood pressure and cholesterol concentration is probably lower in the poor. Because of the distribution of these risks, there is a potential for both the non-personal and the absolute-risk approaches to contribute substantially to the reduction in adult health inequalities. It is a challenge for public health to develop innovative strategies to encourage the uptake of the latter in the poor and disadvantaged (45). Lateral thinking may be needed. Studies show that intervention uptake can be affected by financial incentives. Perhaps lottery tickets could be given to individuals who reduce their absolute risk by a certain amount in a year.

Why is this analysis apparently suggesting a much bigger effect at lower cost for personal health-service interventions to manage blood pressure and cholesterol concentration than may have been expected? First, as part of the comparative risk analysis module of the Global Burden of Disease 2000 project, a clearer picture of the burden of these risk factors worldwide has emerged (2). Second, new ways of using existing drugs such as the absolute-risk method have been developed. Third, lovastatin is now off-patent and other statins will follow soon, substantially lowering the cost of these regimens. Fourth, developments in the analysis of hazard data to deal with the effect of measurement error and regression dilution bias (21,46–48) have led to a near doubling of the estimated effect of reductions in blood pressure and cholesterol concentration on outcomes. These changes remind us why updating and re-evaluation of strategies that address major public-health problems will always be important.

The non-personal interventions considered here were even more cost effective than the personal interventions in the three regions despite having a lower overall effect on population health. Care is needed in interpretation of these results, because the estimates of changes resulting from the mass-media intervention were based on changes in behaviour observed in a more developed setting; however, even with a halving of the assumed effectiveness, the conclusion would not be altered. On the basis of this assumption, non-personal interventions would be the first to be introduced. Moreover, the non-personal interventions assessed here are
only a selection of those possible, and their very nature makes reliable assessment of effects challenging. But this challenge must be accepted. For example, assessment of strategies to achieve moderate but widespread changes in manufactured food (e.g., in overall fat content) would be very worthwhile, since unhealthy cholesterol concentrations and blood pressures have major dietary components to their aetiology.

Three final considerations are pertinent to the policy debate to which this paper contributes. First, the combination of medicines that prevent people at high risk of cardiovascular disease from having an event would cost just less than $14 per person per year if the cheapest medicines were purchased internationally. This is simply the costs of the medicines and does not include distribution mark-ups. The ability of poor countries to finance this intervention, and all the other possible cost-effective interventions, from their own resources is limited; some countries spend less than $10 per head on health each year. The availability of low-cost, effective ways to improve health in all settings, many of which are not affordable at current levels of health expenditure, is why WHO has argued strongly for massive injections of resources for health from richer countries that could be used to reduce the burden of disease among the poor.

Second, this paper has focused on reducing the health consequences associated with high cholesterol concentrations and high blood pressure. It shows which interventions should be given priority in development of a strategy for the control of cardiovascular disease. This is important information for policy-makers responsible for cardiovascular-disease control or health promotion. It does not, however, indicate whether control of cardiovascular disease should receive priority over reducing other risks, such as those associated with unsafe sex. Priority setting requires consideration of the costs and effects of all possible alternatives. WHO seeks to provide this information through its CHOICE project, and initial results covering several major risks to health can be found in the World Health Report 2002 (1).

Third, cost-effectiveness is only one of the key inputs to final decisions about how to allocate scarce resources. Policy-makers also have other concerns, such as reducing poverty and inequalities, and questions of human rights and community acceptance also influence policy. Another key concern is how different types of interventions can be incorporated into the health infrastructure of the country, or how the infrastructure could be adapted to accommodate the desired strategies. The information presented here is one, but only one, of the critical inputs required to inform the decision-making process about efficient ways to reduce risks to health.
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### Annex I  Epidemiological subregions

<table>
<thead>
<tr>
<th>Region and mortality stratum*</th>
<th>Countries</th>
</tr>
</thead>
</table>
| **African Region (Afr)**     | D  Algeria, Angola, Benin, Burkina Faso, Cameroon, Cape Verde, Chad, Comoros,  
                                |   Equatorial Guinea, Gabon, Gambia, Ghana, Guinea, Guinea-Bissau, Liberia,  
                                |   Madagascar, Mali, Mauritania, Mauritius, Niger, Nigeria, Sao Tome and Principe,  
                                |   Senegal, Seychelles, Sierra Leone, Togo  |
|                              | E  Botswana, Burundi, Central African Republic, Congo, Côte d'Ivoire, Democratic Republic of the Congo, Eritrea, Ethiopia, Kenya, Lesotho, Malawi, Mozambique, Namibia, Rwanda, South Africa, Swaziland, Uganda, United Republic of Tanzania, Zambia, Zimbabwe |
| **Region of the Americas (Amr)** | A  Canada, United States of America, Cuba |
|                              | B  Antigua and Barbuda, Argentina, Bahamas, Barbados, Belize, Brazil, Chile, Colombia,  
                                |   Costa Rica, Dominica, Dominican Republic, El Salvador, Grenada, Guyana, Honduras,  
                                |   Jamaica, Mexico, Panama, Paraguay, Saint Kitts and Nevis, Saint Lucia, Saint Vincent and the Grenadines, Suriname, Trinidad and Tobago, Uruguay, Venezuela |
|                              | D  Bolivia, Ecuador, Guatemala, Haiti, Nicaragua, Peru |
| **Eastern Mediterranean Region (Emr)** | B  Bahrain, Cyprus, Iran (Islamic Republic of), Jordan, Kuwait, Lebanon, Libyan Arab Jamalhiriya, Oman, Qatar, Saudi Arabia, Syrian Arab Republic, Tunisia, United Arab Emirates |
|                              | D  Afghanistan, Djibouti, Egypt, Iraq, Morocco, Pakistan, Somalia, Sudan, Yemen |
| **European Region (Eur)**    | A  Andorra, Austria, Belgium, Croatia, Czech Republic, Denmark, Finland, France,  
                                |   Germany, Greece, Iceland, Ireland, Israel, Italy, Luxembourg, Malta, Monaco,  
                                |   Netherlands, Norway, Portugal, San Marino, Slovenia, Spain, Sweden, Switzerland,  
                                |   United Kingdom |
|                              | B  Albania, Armenia, Azerbaijan, Bosnia and Herzegovina, Bulgaria, Georgia, Kyrgyzstan,  
                                |   Poland, Romania, Slovakia, Tajikistan, The Former Yugoslav Republic of Macedonia,  
                                |   Turkey, Turkmenistan, Uzbekistan, Yugoslavia |
|                              | C  Belarus, Estonia, Hungary, Kazakhstan, Latvia, Lithuania, Republic of Moldova, Russian Federation, Ukraine |
| **Southeast Asian Region (Sear)** | B  Indonesia, Sri Lanka, Thailand |
|                              | D  Bangladesh, Bhutan, Democratic People's Republic of Korea, India, Maldives, Myanmar, Nepal |
| **Western Pacific Region (Wpr)** | A  Australia, Japan, Brunei Darussalam, New Zealand, Singapore |
|                              | B  Cambodia, China, Lao People's Democratic Republic, Malaysia, Mongolia, Philippines, Republic of Korea, Viet Nam |
|                              | Cook Islands, Fiji, Kiribati, Marshall Islands, Micronesia (Federated States of), Nauru,  
                                |   Niue, Palau, Papua New Guinea, Samoa, Solomon Islands, Tonga, Tuvalu, Vanuatu |

* A subregions have very low rates of adult and child mortality; B have low adult and low child mortality; C have high adult and low child mortality; D have high adult and high child mortality; and E have very high adult and high child mortality.
Annex 2  Annual costs, effects and cost-effectiveness of interventions for 14 sub-regions

<table>
<thead>
<tr>
<th>Interventions</th>
<th>AfrD Costs (in Smillions)</th>
<th>AfrD DALYs (100,000s)</th>
<th>AfrD Cost/DALY ($)</th>
<th>AfrE Costs (in Smillions)</th>
<th>AfrE DALYs (100,000s)</th>
<th>AfrE Cost/DALY ($)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Non-Personal (N)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>N1: voluntary salt red.</td>
<td>85</td>
<td>1</td>
<td>573</td>
<td>118</td>
<td>1</td>
<td>919</td>
</tr>
<tr>
<td>N2: legislated salt red.</td>
<td>85</td>
<td>3</td>
<td>297</td>
<td>118</td>
<td>2</td>
<td>472</td>
</tr>
<tr>
<td>N3: mass media</td>
<td>124</td>
<td>2</td>
<td>779</td>
<td>124</td>
<td>2</td>
<td>760</td>
</tr>
<tr>
<td>N4: N2 and N3</td>
<td>208</td>
<td>4</td>
<td>484</td>
<td>241</td>
<td>4</td>
<td>602</td>
</tr>
<tr>
<td><strong>Personal (P)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P1: BP at 160</td>
<td>1464</td>
<td>18</td>
<td>825</td>
<td>499</td>
<td>16</td>
<td>308</td>
</tr>
<tr>
<td>P2: BP at 140 mmHg</td>
<td>3375</td>
<td>20</td>
<td>1678</td>
<td>1971</td>
<td>19</td>
<td>1011</td>
</tr>
<tr>
<td>P3: cholesterol at 240</td>
<td>122</td>
<td>3</td>
<td>416</td>
<td>262</td>
<td>3</td>
<td>964</td>
</tr>
<tr>
<td>P4: cholesterol at 220</td>
<td>391</td>
<td>5</td>
<td>762</td>
<td>619</td>
<td>5</td>
<td>1292</td>
</tr>
<tr>
<td>P5: P2 with P3</td>
<td>3497</td>
<td>21</td>
<td>1659</td>
<td>2234</td>
<td>20</td>
<td>1094</td>
</tr>
<tr>
<td>P6: Absolute risk 35%</td>
<td>358</td>
<td>16</td>
<td>225</td>
<td>198</td>
<td>14</td>
<td>138</td>
</tr>
<tr>
<td>P7: Absolute risk 25%</td>
<td>594</td>
<td>18</td>
<td>338</td>
<td>352</td>
<td>16</td>
<td>216</td>
</tr>
<tr>
<td>P8: Absolute risk 15%</td>
<td>1055</td>
<td>20</td>
<td>535</td>
<td>733</td>
<td>19</td>
<td>388</td>
</tr>
<tr>
<td>P9: Absolute risk at 5%</td>
<td>2318</td>
<td>23</td>
<td>1014</td>
<td>1947</td>
<td>23</td>
<td>850</td>
</tr>
<tr>
<td><strong>Combined Interv. (C)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C1: N4 then P6</td>
<td>516</td>
<td>17</td>
<td>306</td>
<td>408</td>
<td>15</td>
<td>264</td>
</tr>
<tr>
<td>C2: N4 then P7</td>
<td>733</td>
<td>18</td>
<td>399</td>
<td>543</td>
<td>17</td>
<td>316</td>
</tr>
<tr>
<td>C3: N4 then P8</td>
<td>1186</td>
<td>20</td>
<td>581</td>
<td>902</td>
<td>20</td>
<td>460</td>
</tr>
<tr>
<td>C4: N4 then P9</td>
<td>2412</td>
<td>23</td>
<td>1035</td>
<td>2085</td>
<td>23</td>
<td>893</td>
</tr>
</tbody>
</table>

* See Table 1 for description of interventions
Annex 2  Cont., Annual costs, effects and cost-effectiveness of interventions for 14 sub-regions

<table>
<thead>
<tr>
<th>Interventions*</th>
<th>AmrA</th>
<th>AmrB</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Costs (in $ millions)</td>
<td>DALYs (100,000s)</td>
</tr>
<tr>
<td><strong>Non-Personal (N)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>N1: voluntary salt red.</td>
<td>92</td>
<td>4</td>
</tr>
<tr>
<td>N2: legislated salt red.</td>
<td>92</td>
<td>8</td>
</tr>
<tr>
<td>N3: mass media</td>
<td>114</td>
<td>11</td>
</tr>
<tr>
<td>N4: N2 and N3</td>
<td>207</td>
<td>18</td>
</tr>
<tr>
<td><strong>Personal (P)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P1: BP at 160</td>
<td>6136</td>
<td>50</td>
</tr>
<tr>
<td>P2: BP at 140 mmHg</td>
<td>19669</td>
<td>60</td>
</tr>
<tr>
<td>P3: cholesterol at 240</td>
<td>7716</td>
<td>52</td>
</tr>
<tr>
<td>P4: cholesterol at 220</td>
<td>13776</td>
<td>60</td>
</tr>
<tr>
<td>P5: P2 with P3</td>
<td>27384</td>
<td>90</td>
</tr>
<tr>
<td>P6: Absolute risk 35%</td>
<td>9614</td>
<td>81</td>
</tr>
<tr>
<td>P7: Absolute risk 25%</td>
<td>13278</td>
<td>88</td>
</tr>
<tr>
<td>P8: Absolute risk 15%</td>
<td>18498</td>
<td>95</td>
</tr>
<tr>
<td>P9: Absolute risk at 5%</td>
<td>29728</td>
<td>103</td>
</tr>
<tr>
<td><strong>Combined Interv. (C)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C1: N4 then P6</td>
<td>9117</td>
<td>85</td>
</tr>
<tr>
<td>C2: N4 then P7</td>
<td>12783</td>
<td>91</td>
</tr>
<tr>
<td>C3: N4 then P8</td>
<td>17931</td>
<td>97</td>
</tr>
<tr>
<td>C4: N4 then P9</td>
<td>29142</td>
<td>105</td>
</tr>
</tbody>
</table>

* See Table 1 for description of interventions
**Annex 2**  
Cont., Annual costs, effects and cost-effectiveness of interventions for 14 sub-regions

<table>
<thead>
<tr>
<th>Interventions*</th>
<th>AmrD Costs (in millions)</th>
<th>AmrD DALYs (100,000s)</th>
<th>AmrD Cost/DALY ($</th>
<th>EmrB Costs (in millions)</th>
<th>EmrB DALYs (100,000s)</th>
<th>EmrB Cost/DALY ($)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Non-Personal (N)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>N1: voluntary salt red.</td>
<td>16</td>
<td>0.3</td>
<td>500</td>
<td>66</td>
<td>1</td>
<td>541</td>
</tr>
<tr>
<td>N2: legislated salt red.</td>
<td>16</td>
<td>1</td>
<td>263</td>
<td>66</td>
<td>2</td>
<td>273</td>
</tr>
<tr>
<td>N3: mass media</td>
<td>18</td>
<td>1</td>
<td>335</td>
<td>44</td>
<td>3</td>
<td>174</td>
</tr>
<tr>
<td>N4: N2 and N3</td>
<td>33</td>
<td>1</td>
<td>306</td>
<td>110</td>
<td>5</td>
<td>231</td>
</tr>
<tr>
<td><strong>Personal (P)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P1: BP at 160</td>
<td>417</td>
<td>4</td>
<td>1140</td>
<td>1151</td>
<td>16</td>
<td>712</td>
</tr>
<tr>
<td>P2: BP at 140 mmHg</td>
<td>1435</td>
<td>4</td>
<td>3191</td>
<td>3700</td>
<td>20</td>
<td>1894</td>
</tr>
<tr>
<td>P3: cholesterol at 240</td>
<td>292</td>
<td>2</td>
<td>1251</td>
<td>688</td>
<td>12</td>
<td>583</td>
</tr>
<tr>
<td>P4: cholesterol at 220</td>
<td>529</td>
<td>3</td>
<td>1889</td>
<td>1164</td>
<td>13</td>
<td>896</td>
</tr>
<tr>
<td>P5: P2 with P3</td>
<td>1727</td>
<td>6</td>
<td>3078</td>
<td>4388</td>
<td>23</td>
<td>1883</td>
</tr>
<tr>
<td>P6: Absolute risk 35%</td>
<td>176</td>
<td>4</td>
<td>457</td>
<td>499</td>
<td>19</td>
<td>264</td>
</tr>
<tr>
<td>P7: Absolute risk 25%</td>
<td>296</td>
<td>4</td>
<td>681</td>
<td>744</td>
<td>20</td>
<td>363</td>
</tr>
<tr>
<td>P8: Absolute risk 15%</td>
<td>541</td>
<td>5</td>
<td>1082</td>
<td>1140</td>
<td>22</td>
<td>512</td>
</tr>
<tr>
<td>P9: Absolute risk at 5%</td>
<td>1221</td>
<td>6</td>
<td>2047</td>
<td>2036</td>
<td>24</td>
<td>833</td>
</tr>
<tr>
<td><strong>Combined Interv. (C)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C1: N4 then P6</td>
<td>184</td>
<td>4</td>
<td>445</td>
<td>555</td>
<td>20</td>
<td>283</td>
</tr>
<tr>
<td>C2: N4 then P7</td>
<td>298</td>
<td>5</td>
<td>648</td>
<td>789</td>
<td>21</td>
<td>376</td>
</tr>
<tr>
<td>C3: N4 then P8</td>
<td>533</td>
<td>5</td>
<td>1026</td>
<td>1176</td>
<td>23</td>
<td>519</td>
</tr>
<tr>
<td>C4: N4 then P9</td>
<td>1201</td>
<td>6</td>
<td>1966</td>
<td>2067</td>
<td>25</td>
<td>836</td>
</tr>
</tbody>
</table>

* See Table 1 for description of interventions
### Annex 2

Cont., Annual costs, effects and cost-effectiveness of interventions for 14 sub-regions

<table>
<thead>
<tr>
<th>Interventions *</th>
<th>EmrD</th>
<th>EurA</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Costs (in Smillions)</td>
<td>DALYs (100,000s)</td>
</tr>
<tr>
<td><strong>Non-Personal (N)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>N1: voluntary salt red.</td>
<td>76</td>
<td>3</td>
</tr>
<tr>
<td>N2: legislated salt red.</td>
<td>76</td>
<td>6</td>
</tr>
<tr>
<td>N3: mass media</td>
<td>91</td>
<td>6</td>
</tr>
<tr>
<td>N4: N2 and N3</td>
<td>167</td>
<td>11</td>
</tr>
<tr>
<td><strong>Personal (P)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P1: BP at 160</td>
<td>1249</td>
<td>38</td>
</tr>
<tr>
<td>P2: BP at 140 mmHg</td>
<td>3790</td>
<td>42</td>
</tr>
<tr>
<td>P3: cholesterol at 240</td>
<td>897</td>
<td>27</td>
</tr>
<tr>
<td>P4: cholesterol at 220</td>
<td>1516</td>
<td>30</td>
</tr>
<tr>
<td>P5: P2 with P3</td>
<td>4687</td>
<td>53</td>
</tr>
<tr>
<td>P6: Absolute risk 35%</td>
<td>598</td>
<td>48</td>
</tr>
<tr>
<td>P7: Absolute risk 25%</td>
<td>853</td>
<td>50</td>
</tr>
<tr>
<td>P8: Absolute risk 15%</td>
<td>1285</td>
<td>54</td>
</tr>
<tr>
<td>P9: Absolute risk at 5%</td>
<td>2294</td>
<td>58</td>
</tr>
<tr>
<td><strong>Combined Interv. (C)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C1: N4 then P6</td>
<td>706</td>
<td>49</td>
</tr>
<tr>
<td>C2: N4 then P7</td>
<td>952</td>
<td>52</td>
</tr>
<tr>
<td>C3: N4 then P8</td>
<td>1381</td>
<td>55</td>
</tr>
<tr>
<td>C4: N4 then P9</td>
<td>2381</td>
<td>59</td>
</tr>
</tbody>
</table>

* See Table 1 for description of interventions
### Annex 2

Cont., Annual costs, effects and cost-effectiveness of interventions for 14 sub-regions

<table>
<thead>
<tr>
<th>Interventions*</th>
<th>EurB Costs (in millions)</th>
<th>EurB DALYs (100,000s)</th>
<th>EurB Cost/DALY ($)</th>
<th>EurC Costs (in millions)</th>
<th>EurC DALYs (100,000s)</th>
<th>EurC Cost/DALY ($)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Non-Personal (N)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>N1: voluntary salt red.</td>
<td>95</td>
<td>8</td>
<td>122</td>
<td>26</td>
<td>14</td>
<td>19</td>
</tr>
<tr>
<td>N2: legislated salt red.</td>
<td>95</td>
<td>15</td>
<td>63</td>
<td>26</td>
<td>28</td>
<td>10</td>
</tr>
<tr>
<td>N3: mass media</td>
<td>60</td>
<td>7</td>
<td>89</td>
<td>31</td>
<td>13</td>
<td>23</td>
</tr>
<tr>
<td>N4: N2 and N3</td>
<td>155</td>
<td>21</td>
<td>73</td>
<td>57</td>
<td>40</td>
<td>14</td>
</tr>
<tr>
<td><strong>Personal (P)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P1: BP at 160</td>
<td>3438</td>
<td>74</td>
<td>465</td>
<td>3910</td>
<td>141</td>
<td>276</td>
</tr>
<tr>
<td>P2: BP at 140 mmHg</td>
<td>6624</td>
<td>78</td>
<td>846</td>
<td>7233</td>
<td>149</td>
<td>487</td>
</tr>
<tr>
<td>P3: cholesterol at 240</td>
<td>928</td>
<td>28</td>
<td>330</td>
<td>3004</td>
<td>74</td>
<td>407</td>
</tr>
<tr>
<td>P4: cholesterol at 220</td>
<td>1841</td>
<td>35</td>
<td>524</td>
<td>4455</td>
<td>82</td>
<td>542</td>
</tr>
<tr>
<td>P5: P2 with P3</td>
<td>7552</td>
<td>89</td>
<td>852</td>
<td>10238</td>
<td>175</td>
<td>585</td>
</tr>
<tr>
<td>P6: Absolute risk 35%</td>
<td>2034</td>
<td>82</td>
<td>248</td>
<td>3457</td>
<td>166</td>
<td>208</td>
</tr>
<tr>
<td>P7: Absolute risk 25%</td>
<td>2810</td>
<td>86</td>
<td>326</td>
<td>4409</td>
<td>172</td>
<td>256</td>
</tr>
<tr>
<td>P8: Absolute risk 15%</td>
<td>3948</td>
<td>91</td>
<td>435</td>
<td>5759</td>
<td>178</td>
<td>324</td>
</tr>
<tr>
<td>P9: Absolute risk at 5%</td>
<td>6433</td>
<td>96</td>
<td>671</td>
<td>8482</td>
<td>184</td>
<td>461</td>
</tr>
<tr>
<td><strong>Combined Interv. (C)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C1: N4 then P6</td>
<td>1984</td>
<td>85</td>
<td>235</td>
<td>3249</td>
<td>170</td>
<td>191</td>
</tr>
<tr>
<td>C2: N4 then P7</td>
<td>2735</td>
<td>88</td>
<td>309</td>
<td>4198</td>
<td>176</td>
<td>239</td>
</tr>
<tr>
<td>C3: N4 then P8</td>
<td>3883</td>
<td>93</td>
<td>419</td>
<td>5557</td>
<td>181</td>
<td>307</td>
</tr>
<tr>
<td>C4: N4 then P9</td>
<td>6380</td>
<td>98</td>
<td>654</td>
<td>8321</td>
<td>187</td>
<td>444</td>
</tr>
</tbody>
</table>

* See Table 1 for description of interventions
### Annex 2

Cont., Annual costs, effects and cost-effectiveness of interventions for 14 sub-regions

<table>
<thead>
<tr>
<th>Interventions*</th>
<th>SearB</th>
<th></th>
<th></th>
<th>SearD</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Costs (in Smillions)</td>
<td>DALYs (100,000s)</td>
<td>Cost/DALY ($)</td>
<td>Costs (in Smillions)</td>
<td>DALYs (100,000s)</td>
<td>Cost/DALY ($)</td>
</tr>
<tr>
<td><strong>Non-Personal (N)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>N1: voluntary salt red.</td>
<td>21</td>
<td>2</td>
<td>136</td>
<td>199</td>
<td>5</td>
<td>373</td>
</tr>
<tr>
<td>N2: legislated salt red.</td>
<td>21</td>
<td>3</td>
<td>70</td>
<td>199</td>
<td>10</td>
<td>193</td>
</tr>
<tr>
<td>N3: mass media</td>
<td>30</td>
<td>3</td>
<td>120</td>
<td>204</td>
<td>14</td>
<td>143</td>
</tr>
<tr>
<td>N4: N2 and N3</td>
<td>52</td>
<td>5</td>
<td>95</td>
<td>403</td>
<td>24</td>
<td>168</td>
</tr>
<tr>
<td><strong>Personal (P)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P1: BP at 160</td>
<td>1130</td>
<td>15</td>
<td>769</td>
<td>1570</td>
<td>44</td>
<td>357</td>
</tr>
<tr>
<td>P2: BP at 140 mmHg</td>
<td>3652</td>
<td>20</td>
<td>1834</td>
<td>6399</td>
<td>71</td>
<td>904</td>
</tr>
<tr>
<td>P3: cholesterol at 240</td>
<td>493</td>
<td>8</td>
<td>654</td>
<td>2537</td>
<td>54</td>
<td>468</td>
</tr>
<tr>
<td>P4: cholesterol at 220</td>
<td>1072</td>
<td>10</td>
<td>1066</td>
<td>4835</td>
<td>69</td>
<td>705</td>
</tr>
<tr>
<td>P5: P2 with P3</td>
<td>4145</td>
<td>24</td>
<td>1709</td>
<td>8936</td>
<td>107</td>
<td>838</td>
</tr>
<tr>
<td>P6: Absolute risk 35%</td>
<td>443</td>
<td>16</td>
<td>279</td>
<td>1650</td>
<td>74</td>
<td>224</td>
</tr>
<tr>
<td>P7: Absolute risk 25%</td>
<td>779</td>
<td>19</td>
<td>416</td>
<td>2888</td>
<td>88</td>
<td>327</td>
</tr>
<tr>
<td>P8: Absolute risk 15%</td>
<td>1541</td>
<td>23</td>
<td>684</td>
<td>5078</td>
<td>106</td>
<td>477</td>
</tr>
<tr>
<td>P9: Absolute risk at 5%</td>
<td>3708</td>
<td>28</td>
<td>1309</td>
<td>10183</td>
<td>133</td>
<td>768</td>
</tr>
<tr>
<td><strong>Combined Interv. (C)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C1: N4 then P6</td>
<td>422</td>
<td>18</td>
<td>238</td>
<td>1829</td>
<td>82</td>
<td>222</td>
</tr>
<tr>
<td>C2: N4 then P7</td>
<td>733</td>
<td>20</td>
<td>360</td>
<td>2994</td>
<td>95</td>
<td>314</td>
</tr>
<tr>
<td>C3: N4 then P8</td>
<td>1458</td>
<td>24</td>
<td>613</td>
<td>5149</td>
<td>112</td>
<td>459</td>
</tr>
<tr>
<td>C4: N4 then P9</td>
<td>3585</td>
<td>29</td>
<td>1229</td>
<td>10173</td>
<td>137</td>
<td>745</td>
</tr>
</tbody>
</table>

* See Table 1 for description of interventions
Annex 2  Cont., Annual costs, effects and cost-effectiveness of interventions for 14 sub-regions

| Interventions* | WprA | | WprB | |
|----------------|------|------------------|------------------|
|                | Costs (in Smillions) | DALYs (100,000s) | Cost/DALY ($) | Costs (in Smillions) | DALYs (100,000s) | Cost/DALY ($) |
| **Non-Personal (N)** | | | | | | |
| N1: voluntary salt red. | 183 | 3 | 536 | 219 | 12 | 189 |
| N2: legislated salt red. | 183 | 6 | 291 | 219 | 23 | 97 |
| N3: mass media | 91 | 3 | 316 | 1148 | 11 | 1030 |
| N4: N2 and N3 | 274 | 9 | 307 | 1368 | 33 | 413 |
| **Personal (P)** | | | | | | |
| P1: BP at 160 | 4789 | 34 | 1395 | 6044 | 127 | 476 |
| P2: BP at 140 mmHg | 12991 | 38 | 3420 | 17884 | 154 | 1164 |
| P3: cholesterol at 240 | 2407 | 11 | 2265 | 3165 | 36 | 886 |
| P4: cholesterol at 220 | 5341 | 15 | 3566 | 6690 | 48 | 1406 |
| P5: P2 with P3 | 15398 | 43 | 3602 | 21049 | 172 | 1223 |
| P6: Absolute risk 35% | 3972 | 36 | 1107 | 3166 | 135 | 235 |
| P7: Absolute risk 25% | 5569 | 40 | 1397 | 5179 | 151 | 344 |
| P8: Absolute risk 15% | 7978 | 44 | 1803 | 9337 | 171 | 545 |
| P9: Absolute risk at 5% | 13755 | 49 | 2788 | 19968 | 199 | 1005 |
| **Combined Interv. (C)** | | | | | | |
| C1: N4 then P6 | 3908 | 38 | 1034 | 4175 | 144 | 291 |
| C2: N4 then P7 | 5476 | 42 | 1319 | 6072 | 158 | 383 |
| C3: N4 then P8 | 7843 | 46 | 1716 | 10114 | 178 | 569 |
| C4: N4 then P9 | 13659 | 51 | 2696 | 20672 | 204 | 1014 |

* See Table 1 for description of interventions
### Annex 3  Assumptions on effectiveness and costs for non-personal interventions

<table>
<thead>
<tr>
<th>Model variables</th>
<th>Assumptions</th>
<th>Sources</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Basic epidemiology</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ischaemic heart disease</td>
<td>Acute myocardial infarction; angina pectoris; congestive heart failure</td>
<td>Murray, 1996&lt;sup&gt;1&lt;/sup&gt;</td>
</tr>
<tr>
<td>Cerebrovascular disease</td>
<td>First-ever fatal stroke cases; long-term stroke survivors</td>
<td>Murray, 1996&lt;sup&gt;1&lt;/sup&gt;</td>
</tr>
<tr>
<td><strong>Risk factor and epidemiology</strong> (see Annex 4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Blood pressure</td>
<td>SBPs specific for region, age, and sex; age-specific relative risks of CVD event for 1 mm HG change in SBP</td>
<td>WHO, 2002&lt;sup&gt;2&lt;/sup&gt;</td>
</tr>
<tr>
<td>Cholesterol concentration</td>
<td>Cholesterol concentrations specific for region, age, and sex; age-specific relative risks of CVD event for 1 mmol/L change in total blood cholesterol</td>
<td>WHO, 2002&lt;sup&gt;2&lt;/sup&gt;</td>
</tr>
<tr>
<td>Body-mass index</td>
<td>Body-mass index specific for region, age, and sex; age-specific relative risks of CVD event for 1 unit change in body-mass index</td>
<td>WHO, 2002&lt;sup&gt;2&lt;/sup&gt;</td>
</tr>
<tr>
<td>Smoking</td>
<td>Prevalence of long-term smokers specific for region, age, and sex; age-specific relative risks of CVD event for unit change in prevalence of long-term smokers</td>
<td>WHO, 2002&lt;sup&gt;2&lt;/sup&gt;</td>
</tr>
<tr>
<td><strong>Programme level costs</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention N1</td>
<td>Central administration and planning costs at 95% coverage</td>
<td>Johns, 2002; Adam, 2002&lt;sup&gt;3&lt;/sup&gt;</td>
</tr>
<tr>
<td>Intervention N2</td>
<td>Central administration, planning and enforcement costs at 95% coverage</td>
<td>Johns, 2002; Adam, 2002&lt;sup&gt;4&lt;/sup&gt;</td>
</tr>
<tr>
<td>Intervention N3</td>
<td>Central administration costs, planning, media costs and printed materials at 80% coverage</td>
<td>Johns, 2002; Adam, 2002&lt;sup&gt;3&lt;/sup&gt;</td>
</tr>
<tr>
<td><strong>Effectiveness</strong> (see Annex 5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention N1</td>
<td>Blood-pressure changes specific for region, age, and sex associated with a 15% reduction in total dietary salt intake</td>
<td>Law, 1991&lt;sup&gt;3&lt;/sup&gt;</td>
</tr>
<tr>
<td>Intervention N2</td>
<td>Blood-pressure changes specific for region, age, and sex associated with a 30% reduction in total dietary salt intake</td>
<td>Frost, 1991&lt;sup&gt;6&lt;/sup&gt;</td>
</tr>
<tr>
<td>Intervention N3</td>
<td>2% reduction in total blood cholesterol levels</td>
<td>Lawes, 2002&lt;sup&gt;7&lt;/sup&gt;</td>
</tr>
<tr>
<td>Intervention N4</td>
<td>Combined effect of interventions N2 and N3</td>
<td>Tosteson, 1997&lt;sup&gt;9&lt;/sup&gt;</td>
</tr>
</tbody>
</table>

SBP = systolic blood pressure; CVD = cardiovascular disease.
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## Annex 4

### Assumptions for personal and combined interventions

<table>
<thead>
<tr>
<th>Model variables</th>
<th>Assumption</th>
<th>Sources</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Basic epidemiology</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ischaemic heart disease</td>
<td>Acute myocardial infarction; angina pectoris; congestive heart failure</td>
<td>Murray, Lopez, 1996&lt;sup&gt;1&lt;/sup&gt;</td>
</tr>
<tr>
<td>Cerebrovascular disease</td>
<td>First-ever fatal stroke cases; long-term stroke survivors</td>
<td>Murray, Lopez, 1996&lt;sup&gt;1&lt;/sup&gt;</td>
</tr>
<tr>
<td>Upper gastrointestinal bleeding</td>
<td>Adverse effect of antiplatelet therapy with low-dose aspirin</td>
<td>Hernandez-Diaz, Rodriguez, 2002</td>
</tr>
<tr>
<td><strong>Risk factor and epidemiology</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Blood pressure</td>
<td>SBPs specific for region, age, and sex; global age-specific relative risks of CVD event for 1 mmHg change in SBP</td>
<td>WHO, 2002&lt;sup&gt;1&lt;/sup&gt;</td>
</tr>
<tr>
<td>Cholesterol</td>
<td>Cholesterol concentrations specific for region, age, and sex; global age-specific in total blood cholesterol relative risks of CVD event for 1 mmol/L change</td>
<td>WHO, 2002&lt;sup&gt;1&lt;/sup&gt;</td>
</tr>
<tr>
<td>Body-mass index</td>
<td>Body-mass index specific for region, age, and sex; global age-specific relative risks of CVD event for 1 unit change in body mass index</td>
<td>WHO, 2002&lt;sup&gt;1&lt;/sup&gt;</td>
</tr>
<tr>
<td>Smoking</td>
<td>Prevalence of long-term smokers specific for region, age, and sex; global age-specific relative risks of CVD event for unit change in prevalence of long-term smokers</td>
<td>WHO, 2002&lt;sup&gt;1&lt;/sup&gt;</td>
</tr>
<tr>
<td>Intervention coverage</td>
<td>Coverage of antihypertensive drug treatment among respondents aware of high blood pressure</td>
<td>Molarius, 1998&lt;sup&gt;4&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td>Coverage of cholesterol-lowering drug treatment among respondents aware of high cholesterol</td>
<td>Tolonen, 1999&lt;sup&gt;5&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Tolonen, 1999&lt;sup&gt;6&lt;/sup&gt;</td>
</tr>
<tr>
<td><strong>Patient level costs</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intervention P1 and P2</td>
<td><em>Drug treatment</em> - 50 mg/day atenolol; 25 mg/day hydrochlorothiazide</td>
<td>Unit prices of health facilities based on Adam et al.&lt;sup&gt;7&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td><em>Provider visits</em> - 4 health-care provider visits/year; 1.5 outpatient visits/year for health education</td>
<td>Unit price drugs are based on the International Drug Price indicator by Management Science for Health (<a href="http://www.erc.msh.org">www.erc.msh.org</a>)</td>
</tr>
<tr>
<td></td>
<td><em>Laboratory tests</em> - annual renal function, lipid profile, and blood sugar tests</td>
<td></td>
</tr>
<tr>
<td>Intervention P3 and P4</td>
<td><em>Drug treatment</em> - 30 mg/day lovastatin</td>
<td></td>
</tr>
<tr>
<td></td>
<td><em>Provider visits</em> - 4 health-care provider visits/year; 1.5 outpatient visits/year for health education</td>
<td></td>
</tr>
<tr>
<td></td>
<td><em>Laboratory tests</em> - total cholesterol and hepatic function&lt;sup&gt;1&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>Intervention P5</td>
<td><em>Drug treatment</em> - 50 mg/day atenolol; 25 mg/day hydrochlorothiazide and 30 mg/day lovastatin</td>
<td>Unit prices laboratory tests are based on Arizona Health Care</td>
</tr>
<tr>
<td></td>
<td><em>Provider visits</em> - 4 health-care provider visits/year; 1.5 outpatient visits/year for health education</td>
<td></td>
</tr>
<tr>
<td></td>
<td><em>Laboratory tests</em> - annual renal function, lipid profile, and blood sugar tests; total cholesterol and hepatic function&lt;sup&gt;1&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>Intervention P6-P9</td>
<td><em>Drug treatment</em> - 50 mg/day atenolol; 25 mg/day hydrochlorothiazide, 30 mg/day lovastatin and 100 mg/day aspirin</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Model variables</td>
<td>Assumption</td>
<td>Sources</td>
</tr>
<tr>
<td>-----------------</td>
<td>------------</td>
<td>---------</td>
</tr>
<tr>
<td>Upper gastrointestinal bleeding</td>
<td>Secondary-level hospital stay of 2.7 days for GBD non-A subregions and tertiary-level hospital stay of 4-8 days for GBD A subregions</td>
<td>Hay, 1996³</td>
</tr>
</tbody>
</table>

**Effectiveness**

<table>
<thead>
<tr>
<th>Intervention P1 and P2</th>
<th>33% reduction in difference between actual SBP and 115 mm Hg</th>
<th>References⁹-²⁴</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intervention P3 and P4</td>
<td>20% reduction in total blood cholesterol</td>
<td>Collins, et al, 2002²⁵</td>
</tr>
<tr>
<td>Intervention P5</td>
<td>Combined effect of P2 and P3</td>
<td>Anon²⁶</td>
</tr>
<tr>
<td>Intervention P6-P9</td>
<td>Combined effect of P2 and P3 with additional 20% reduction of absolute risk for antiplatelet therapy</td>
<td></td>
</tr>
<tr>
<td>Intervention C1-C4</td>
<td>Effects of N4 evaluated first, then the reduced number of people at risk of a cardiovascular event are subject to the same costs and effects as with P6-9</td>
<td></td>
</tr>
</tbody>
</table>

GBD = Global Burden of Disease ¹ Only for GBD A subregions


6. Tolonen, H., Ferrario, M., Minoja, M., and for the WHO MONICA Project. Quality assessment of data on awareness and treatment of high cholesterol


17. Anon. Effects of treatment on morbidity in hypertension. Results in patients with diastolic blood pressures averaging 115 through 129 mm Hg. *JAMA* 1967; 202: 1028-34.

18. Anon. Effects of treatment on morbidity in hypertension. II. Results in patients with diastolic blood pressure averaging 90 through 114 mm Hg. *JAMA* 1970; 213: 1143-52.


## Annex 5
Relative risks of CVD events for unit changes in systolic blood pressure, total blood cholesterol, body-mass index, and prevalence of long-term smokers

<table>
<thead>
<tr>
<th>Relative risk in age group (years)</th>
<th>30-44</th>
<th>45-59</th>
<th>60-69</th>
<th>70-79</th>
<th>≥ 80</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Ischaemic heart disease</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SBP (mm Hg)</td>
<td>1.07</td>
<td>1.05</td>
<td>1.03</td>
<td>1.02</td>
<td>1.01</td>
</tr>
<tr>
<td>Total blood cholesterol (mmol/L)</td>
<td>3.65</td>
<td>2.08</td>
<td>1.55</td>
<td>1.42</td>
<td>1.42</td>
</tr>
<tr>
<td>Body mass index (kg/m²)</td>
<td>1.11</td>
<td>1.09</td>
<td>1.05</td>
<td>1.04</td>
<td>1.03</td>
</tr>
<tr>
<td><strong>Stroke</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SBP (mm Hg)</td>
<td>1.09</td>
<td>1.07</td>
<td>1.05</td>
<td>1.03</td>
<td>1.02</td>
</tr>
<tr>
<td>Total blood cholesterol (mmol/L)</td>
<td>1.48</td>
<td>1.35</td>
<td>1.25</td>
<td>1.17</td>
<td>1.09</td>
</tr>
<tr>
<td>Body mass index (kg/m²)</td>
<td>1.19</td>
<td>1.09</td>
<td>1.06</td>
<td>1.06</td>
<td>1.02</td>
</tr>
<tr>
<td><strong>Smoking and cardiovascular death</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>2.43</td>
<td>2.43</td>
<td>1.84</td>
<td>1.70</td>
<td>1.38</td>
</tr>
<tr>
<td>Female</td>
<td>2.18</td>
<td>2.18</td>
<td>2.12</td>
<td>1.70</td>
<td>1.31</td>
</tr>
</tbody>
</table>
### Annex 6

Percentage reduction in systolic blood pressure for 15% and 30% salt reduction intake in three regions

<table>
<thead>
<tr>
<th>Age-group (years)</th>
<th>AmrB 15% reduction Male</th>
<th>AmrB 15% reduction Female</th>
<th>AmrB 30% reduction Male</th>
<th>AmrB 30% reduction Female</th>
<th>EurA 15% reduction Male</th>
<th>EurA 15% reduction Female</th>
<th>EurA 30% reduction Male</th>
<th>EurA 30% reduction Female</th>
<th>SearD 15% reduction Male</th>
<th>SearD 15% reduction Female</th>
<th>SearD 30% reduction Male</th>
<th>SearD 30% reduction Female</th>
</tr>
</thead>
<tbody>
<tr>
<td>30-44</td>
<td>1.1%</td>
<td>0.9%</td>
<td>2.1%</td>
<td>1.6%</td>
<td>1.3%</td>
<td>1.1%</td>
<td>2.6%</td>
<td>1.9%</td>
<td>1.1%</td>
<td>1.0%</td>
<td>2.1%</td>
<td>1.9%</td>
</tr>
<tr>
<td>45-59</td>
<td>1.3%</td>
<td>1.1%</td>
<td>2.7%</td>
<td>2.2%</td>
<td>1.6%</td>
<td>1.3%</td>
<td>3.1%</td>
<td>2.5%</td>
<td>1.4%</td>
<td>1.3%</td>
<td>2.8%</td>
<td>2.4%</td>
</tr>
<tr>
<td>60-69</td>
<td>1.7%</td>
<td>1.4%</td>
<td>3.4%</td>
<td>2.9%</td>
<td>1.9%</td>
<td>1.6%</td>
<td>3.8%</td>
<td>3.2%</td>
<td>1.9%</td>
<td>1.7%</td>
<td>3.7%</td>
<td>3.3%</td>
</tr>
<tr>
<td>70-79</td>
<td>2.0%</td>
<td>1.7%</td>
<td>4.0%</td>
<td>3.4%</td>
<td>2.2%</td>
<td>1.8%</td>
<td>4.4%</td>
<td>3.7%</td>
<td>2.2%</td>
<td>2.0%</td>
<td>4.5%</td>
<td>3.9%</td>
</tr>
<tr>
<td>≥ 80</td>
<td>2.4%</td>
<td>2.0%</td>
<td>4.8%</td>
<td>3.9%</td>
<td>2.6%</td>
<td>2.1%</td>
<td>5.2%</td>
<td>4.3%</td>
<td>2.7%</td>
<td>2.4%</td>
<td>5.4%</td>
<td>4.8%</td>
</tr>
</tbody>
</table>

These estimates were made by applying the relation between sodium intake and blood pressure as estimated by Law et al\(^1\) to the WHO age, sex and region subgroups,\(^4\) there have been no reanalyses of the strength of this association in this paper.
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Abstract

Health economics literature provides ample evidence for existing inefficiencies in health. Economic appraisal seeks to improve efficiency by guiding policy-makers in how scarce resources can be used to derive the greatest possible social benefit. In the past many cost-effectiveness (CE) studies have addressed sector-wide cost-effectiveness in health. However, as described in this paper, current studies suffer from a number of shortcomings, including the inability to assess the current mix of interventions, low generalisability and inconsistent methodological approaches. Most importantly, it is argued that the current incremental approach to cost-effectiveness analysis (CEA) does not provide decision-makers with sufficient guidance for sector-wide priority setting in health. Instead, a broader complementary sectoral approach is proposed via the application of a generalised CEA framework that allows examination of existing inefficiencies in health systems. The wide variations in cost-effectiveness ratios observed among interventions that are currently in use, suggest there is considerable room to improve efficiency by moving from inefficient interventions to efficient interventions that are underutilised. This information will contribute to a more informed debate on resource allocation in the long term.
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INTRODUCTION

Cost-effectiveness analysis (CEA) provides one means by which decision-makers may assess and potentially improve the performance of health systems. This process helps ensure that resources devoted to health systems are achieving the maximum possible benefit in terms of outcomes that people value. Over the past three decades there has been an exponential growth in the number of economic appraisals performed in health. Following standard textbooks on economic evaluations, most of these CEA studies pursue an incremental approach that compares the additional costs of an intervention over current practice with additional health benefits(1–3). Such an incremental approach, however, is unable to provide policy-makers with all the necessary information relating to questions like: do the resources currently devoted to health achieve as much as they could? or, how best to use additional resources if they become available? Firstly, incremental analysis does not allow examination of whether current practice is efficient and should have been done in the first place, and secondly, it is not generalisable across settings as it is specific to the starting point (4).

This paper proposes a broader sectoral approach via the application of a generalised CEA framework, which also allows examination of existing inefficiencies in the health system. The wide variations in CE ratios observed among interventions that are currently in use suggest there is considerable room to improve efficiency by moving from inefficient interventions currently in use to efficient interventions that are underutilised (4). For developing countries in particular the reallocation of scarce financial resources is most important (5). The generalised CEA framework compares interventions to a common counterfactual or to a situation of “doing nothing”. This allows both existing and new interventions to be analysed and cost-effectiveness results to be more generalisable across settings. The proposed framework focuses on the general use of cost-effectiveness information to inform health policy debates without being completely contextualised.

Here, we review evidence of existing inefficiencies in health systems both at the macro- and micro-level, indicating the need for a reallocation of health resources, and discuss past attempts at sectoral cost-effectiveness in dealing with allocative efficiency problems, including their shortcomings. In a subsequent section the WHO generalised cost-effectiveness framework will be proposed. The implementation and operationalisation of this newly introduced framework will be illustrated by presenting ongoing activities and future plans of the WHO-CHOICE initiative (CHOosing Interventions that are Cost-Effective).

EXISTING INEFFICIENCIES IN HEALTH CARE SYSTEMS

Both at the macro- and the micro-level there is ample evidence on existing inefficiencies in health care. On the macro-level health systems have
multiple goals, yet their defining objective is to improve health. Despite this common aim, health systems with very similar levels of health expenditure per capita can show wide variations in population health outcomes.

The World Health Report (2000) (6) published a first attempt to measure the attainment of goals by the proposed health systems of 191 countries, and considered how well countries were performing given the resources available. Evans and colleagues (6;7) showed that countries like Sri Lanka and China, which are believed to be efficient in producing health, perform less than countries at similar levels of development. Furthermore, the authors concluded that efficiency is positively correlated with health expenditure per capita, especially at low expenditure levels, and that performance sharply increases with expenditure up to about $80 per capita a year. These findings can in part be explained by variation in factors outside of health systems, such as the education level of the population. However, a further part can be explained by the fact that some systems devote resources to expensive interventions with small effects on population health, while at the same time low cost interventions which would result in relatively large health improvements are not fully implemented or even ignored.

At the micro-level Tengs (8) and Murray and colleagues (9) argued that health both in the United States and sub-Saharan Africa could be greatly improved by reallocating available resources from interventions that are not cost effective to those that are more cost-effective but not fully implemented. For the case of the United States, it was estimated that a set of 185 currently publicly-funded interventions costs about US$ 214.4 billion, for an estimated saving of 592,000 years of life. Reallocating those funds to the most cost-effective interventions could save an additional 638,000 life-years if all potential beneficiaries were reached (8).

**Sectoral CEA**

One approach that has been developed to facilitate policy-makers in decisions to reallocate resources is the construction of a ‘league table’ that rank-orders interventions by their cost-effectiveness ratios (cost per Quality Adjusted Life Years (QALY)). Many published league tables have been criticised for including only a few interventions (10–12), or only including interventions within one disease area. For example, recently Pinkerton and colleagues (13) constructed league tables to compare interventions to prevent sexual transmission of HIV. Only rarely has the “league table” approach been applied in an explicit broader sectoral perspective, in which CE studies are compared on a wide range of health interventions in a single research effort. Exceptions are the work of Oregon Health Services (14), the Harvard Life Saving Project (15) and World Bank Health Sector Priorities Review (HSPR) (16). What these studies have in common is their aim to allocate health care resources
across many interventions and population groups to generate the highest possible overall level of population health in a single exercise. Each study will be described in more detail hereafter.

**World Bank Health Sector Priorities Review Project**

The most comprehensive sectoral CEA example on a global level is the World Bank HSPR. In 1987, as recognition surrounding the importance of the HIV epidemic mounted, many groups called upon the health sector of the World Bank to make HIV control their number one priority in health. This provoked a debate on substantive priorities for action in the health sector. The World Bank initiated the HSQR to address this problem. A list of more than twenty important conditions or clusters of conditions was drawn up. The main results of the HSQR are estimates of the long-term average cost-effectiveness of a set of interventions.

Overall, the study showed that categorical assessments such as “primary health care is cost-effective and hospital care is cost-ineffective” are too simplistic: each intervention needs to be evaluated, and one cannot guess cost-effectiveness on the basis of an intervention being curative or preventive or delivered at a given level of the health system. But one of the key findings was that many of the interventions currently undertaken are very expensive ways of improving health, while many of the low cost ways of improving health are not fully funded. This implies there is considerable room to improve allocative efficiency, even if technical efficiency is also low. The World Development Report 1993 (17) introduced a global league table of priority health interventions, cardinally ranked by health gain per dollar spent in order to improve efficiency of public health expenditure. Based on this global league table the World Bank proposed a minimum package of basic public and curative health interventions.

**Oregon Health Plan**

The Oregon Health Plan (OHP) has been widely heralded as an important innovation in American medical care policy. Oregon’s pioneering model of prioritising funding for health care through systematically ranking services has drawn an extraordinary amount of national and international attention. The rationing of services rested on an elaborate technical analysis, one that merged cost-effectiveness analysis and medical outcomes research with public participation in policy making decisions.

A Health Services Commission was organised to compile clinical information from physicians, treatment costs and benefit data, and community values from the public. This Commission reduced over 10,000 services to a prioritised list that initially ranked 709 condition and treatment pairs.

The net effect has been to exclude a limited number of services such as medical management of back pain, but to expand coverage of Medicaid
to more people without increasing the budget. The Oregon Health Plan has sparked significant controversy in the US concerning the role of the state in controlling the set of available services in the health sector.

**The Harvard Life-Saving Project**

A project at the Harvard Center for Risk Analysis was undertaken to review the published literature on the cost-effectiveness of interventions that reduce mortality \((15;18)\). It was based on published papers, with minor amendments for differences in methods, and does not include non-fatal health outcomes. As with the HSPR, the study shows a substantial range of cost-effectiveness ratios across interventions that are currently undertaken in the USA. The Harvard Life-Saving Project estimated that this type of reallocation for primary prevention interventions in the USA would save an additional 600,000 years of life annually for the same level of investment. Tengs \((18)\) has subsequently shown that reallocating resources from those that are cost-ineffective to those that are cost-effective in the US could save a very considerable number of life years.

**Requirements for Sectoral CEA**

The sectoral CEA studies presented in the previous section have demonstrated major inefficiencies in the current allocation of resources, implying that countries could make significant gains in population health by shifting resources from high-cost, low-effect interventions currently in use, to low-cost, high-effect interventions that are not used, or underutilised. However, it is not always clear how to interpret the results from current CE studies with the aim of sectoral analysis. Some of the difficulties in using current CE studies for sectoral analysis are presented below. These problems (or requirements) should be evaluated for any CE study to be useful to the allocation of resources across a broad range of interventions:

1. Current CE studies are typically based on the incremental or “intervention-mix- constrained” CEA approach, which is appropriate in settings where policy-makers are constrained not only by the availability of resources, but also by the current level of care for the condition under discussion. However, in the long-term where policy is not constrained by the current mix of interventions, incremental analysis does not provide best guidance to policy-makers. It ignores the question of whether current interventions themselves are cost-effective. Yet, there is considerable evidence that some interventions currently undertaken are not cost-effective.

2. This form of incremental analysis has limited use for decision-makers in settings other than the one in which a study is undertaken. The starting points for an incremental analysis vary across settings
(according to the current state of infrastructure and the current mix of interventions), while the additional health effects achieved from a given increase in resource use is dependent on what is currently done. This makes it very difficult to generalise CEA results.

3. As has been pointed out in CE literature the comparison of CE results becomes problematic when studies are based on varying costing methods and if economic evaluations are undertaken at different points in time (1;3;19). For the sake of sectoral analysis, standardised methods must be used consistently across individual CEA studies to ensure external validity (20;21).

4. The World Bank (17) estimated that a minimum package of basic public and curative health interventions, each of which was considered to be cost-effective in its own right, would cost US$ 12. Yet this package was unaffordable in many of the poorest countries where health expenditure per capita was as low as US$ 2 (22;23). The usefulness of such a general statement might be questioned, and a regional or national league table might be more appropriate. As a minimum, CE studies should identify the full resource implications of implementing interventions identified to be cost-effective; a practice that is slowly beginning to occur in the literature (22;24–29). Take the case of malaria: at low levels of health expenditure in a country with a high burden of the disease, case management and prophylaxis for pregnant women would be very cost-effective and affordable. Only with more resources available might impregnated mosquito nets also be implemented (30).

5. Current CE studies typically do not consider synergistic effects between interventions. In reality, costs and/or effects of intervention A may influence the costs and/or effects of intervention B because of the relationship between them. Intervention A could be a preventive intervention for tuberculosis (TB) (e.g. BCG vaccination), while intervention B is a treatment for TB (e.g. directly observed short course therapy (DOTS)). BCG vaccination reduces the remaining TB cases which results in fewer patients requiring DOTS and therefore costs for this treatment. Likewise, the health benefits of BCG in the presence of a treatment programme are less because many of the deaths from tuberculosis expected in the absence of treatment will be avoided (4).

6. Changing strategies from cost-ineffective to cost-effective interventions will incur transaction costs that are typically not taken into account in current CE studies. That is, it is assumed that what the health system is currently doing or trying to do with its existing infrastructure can be easily redirected. For example, in their Health Resource Allocation Model (HRAM) the authors point out that the presence of existing
capital investments such as staff, buildings and other infrastructure play a major role in budget allocation processes (31). Another example is that the cost and effectiveness of delivering antimalarials closer to households will depend critically on whether a network of village workers currently exists (27) or on the current and past environmental management of malaria control (32). The evidence on transaction costs in the health care sector is scarce. Examples can be found in health care reform initiatives in the United States (33), United Kingdom (34) and New Zealand (35).

7. Finally, current CE studies typically only handle uncertainty around cost-effectiveness ratios (CER) at the individual study level or do not take uncertainty into account at all. When uncertainty ranges around CERs of different interventions overlap, the question is how decision-makers should interpret this information when allocating resources across a large number of interventions. For example, the World Development Report (WDR) 1993 (17) only reported point estimates of the CERs. The league tables proposed in these sectoral studies do not provide information about uncertainty to a decision-maker who is risk averse. In particular, this may be troublesome when a fixed budget applies as there may also be considerable uncertainty about the actual costs of a programme.

GENERALISED CEA FRAMEWORK AND WHO-CHOICE

As discussed above the shortcomings of current CE studies for sectoral priority setting in health care are closely related to the use of league tables in general. Many commentators have cautioned against the unthinking use of league tables because of non-comparability of methods, inappropriate comparators and non-generalisability of results (10;12;36). Most of the issues and shortcomings raised are addressed within the newly developed WHO generalised CEA approach (4). The proposed framework provides policy-makers with a simple set of results that are generalisable across settings. It does this by evaluating costs and effectiveness of new and existing interventions compared to the starting point of doing none of the current interventions. Importantly, the use of such a common reference removes the constraint that the current intervention mix must be continued, and eliminates differences in starting points which makes the results of incremental analysis difficult to transfer across settings. Only one constraint remains; the budget, which allows simple decision rules to be developed based on the calculated cost-effectiveness ratios. It should be recognised that there is still a need within this approach to elicit incremental CERs between interventions, i.e. generalised CEA builds on and incorporates incremental analysis.

Current CE studies and therefore previous sectoral analyses have been restricted to assessing the efficiency of adding a single new intervention
to the existing set, or replacing one existing intervention with an alternative. The generalised approach is of considerable policy importance. Because the analysis is not constrained by what is already being done, policy-makers now have a tool to revisit and possibly revise past choices made, and they will have a rational basis if they decide to reallocate resources from less to more cost-effective interventions. However, as with current (sectoral) CE attempts it will remain a challenge within the generalised CE approach as to how to deal with additional costs of changing strategies (i.e. transition costs). Furthermore, the use of a common methodology enhances comparability between disease areas and transferability of findings across countries. Bearing in mind that obtaining context-specific cost-effectiveness information is intensive, time consuming and costly, the issue of generalisability of information is important, in particular for low- and middle-income countries.

The interactions between interventions, in terms of both costs and effectiveness, are a major focus within the generalised CEA approach. As explained earlier in the tuberculosis example, interventions that are likely to be delivered together in a way that reduces the unit costs are analysed singly or together, and likewise on the effectiveness side: interventions in which the effectiveness is likely to be altered if delivered with another intervention are also analysed singly and together. This approach approximates more closely the practical situation faced by policy-makers.

WHO-CHOICE introduces stochastic league tables to inform decision-makers about the probability that a specific intervention would be included in the optimal mix of interventions for various levels of resource availability, taking into account the uncertainty around cost and effectiveness of different interventions simultaneously. This would overcome the shortcomings outlined earlier on uncertainty of the existing sectoral league tables. This information helps decision-makers decide on the relative attractiveness of different mixes of interventions given the resources available. Moreover, stochastic league tables inform policy-makers about the total budget impact of an intervention. More recently similar attempts to incorporate affordability thresholds and uncertainty around CE results have been proposed by other authors (Sendi et al 2002; Fenwick et al 2001; Laska et al 2002).

The WHO-CHOICE project will provide league tables of the cost-effectiveness of interventions (expressed in terms of cost per healthy life year or disability adjusted life year (DALY) averted) for a group of 17 world sub-regions that have been chosen to ensure maximum amount of comparability between countries in terms of health systems and epidemiological profiles. The league table will cover a range of preventive, curative and rehabilitative interventions clustered with various target populations and disease areas such as “children under five” (e.g. diarrhoeal diseases, food fortification and vaccination programmes); women aged 15–44 (e.g. antenatal care and perinatal care);
adolescents and adults (e.g. cancers, stroke, diabetes, mental disorders, HIV, TB) and diseases affecting all ages (e.g. malaria, blindness).

**DISCUSSION AND CONCLUSIONS**

For sector-wide priority setting, cost-effectiveness information should be collected in a way that will allow policy-makers to address the policy questions raised earlier in the introduction of this paper: do the resources currently devoted to health achieve as much as they could? and, how best to use additional resources if they become available? It has been shown that current CE studies and therefore sectoral analysis have their limitations, e.g. they do not allow assessment of the current mix of interventions, they are setting-specific, and based on incremental CE information with inconsistent methodologies and typically inappropriate comparators. Generalised CEA used by WHO-CHOICE permits both questions raised on technical and allocative efficiency at sectoral level to be answered and deals with them simultaneously.

In reality, many factors may alter the actual cost-effectiveness of a given intervention programme during implementation. These include the availability of the intervention, mix and quality of inputs, local prices, implementation capacity, underlying organisational structures and incentives, and the supporting institutional framework (41;42). All these obstacles imply that even on the sole criterion of cost-effectiveness, analysis of a health system’s potential for getting more health from what it spends needs to begin with the current capacities, activities and outcomes, and consider what steps can be taken from that starting point to add, modify or eliminate services. This is likely to have profound implications for investment if little can be changed simply by redirecting the existing staff, facilities and equipment (31). Since the generalised CEA approach focuses on the general assessment of the costs and health benefits of different interventions in the absence of various highly variable local decision constraints the only remaining constraint using a generalised league table for priority setting is the availability of resources. It will give policy-makers indications of how to plan and organise their health system from a long-term perspective.

But nevertheless, information other than cost-effectiveness league tables is also important, such as: evidence about major causes of ill-health and death; responsiveness of the system to people’s non-health needs; and inequalities in health outcomes, responsiveness, and the way in which households contribute financially to the system (43). The debates on the use of CE information from the Oregon experience clearly showed that political, ethical, or social issues can easily take precedence over economic criteria (44;45). To choose the appropriate mix of interventions, cost-effectiveness information is only one of a set of criteria that a health system may be asked to respect. It ought to protect people from financial risk to be consistent with the goal of fair financial
contribution; strive for both horizontal and vertical equity; and, it should spend public funds in favour of the poor (46). In addition, what makes setting priorities among interventions particularly difficult is that these different criteria are not always compatible. In particular, efficiency and equity can easily conflict as the costs of treating a given health problem differ among individuals, or because the severity of a disease bears little relation to the effectiveness of interventions against it or to their costs. The application of generalised CEA is one way to ensure that sound evidence on cost and effects is used in the sector-wide policy making process.
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Resources to improve health are and always have been scarce, in the sense that health must compete with other desirable social goals like education and personal security for resources. It is not possible to provide all the resources to health, including health care and health care research, that might provide some positive health benefits without great and unacceptable sacrifices in other important social goods. This should go without saying, and in other areas of social expenditures resource scarcity is not denied, but in health care many people mistakenly persist in denying this fact. It follows from resource scarcity that some form of health care rationing is unavoidable, where by rationing I mean some means of allocating health care resources that denies to some persons some potentially beneficial health care. That rationing may take many forms. In most countries with a national health system it is done through some form of global budgeting for health care. In the United States much rationing is by ability to pay, but in both public programs like the Oregon Medicaid program and in many private managed care plans more systematic efforts to prioritize health care resources have been carried out.

To many health policy analysts it is an unquestioned, and so generally undefended, assumption that in the face of limited health care resources, those resources should be allocated so as to maximize the health benefits they produce, measured by either the aggregate health status or disease burden of a population. Cost effectiveness analysis (CEA) that compares the aggregate health benefits secured from a given resource expenditure devoted to alternative health interventions is the standard analytic tool for determining how to maximize the health benefits from limited resources. Natural, even self-evident, as this maximization standard may...
appear to many health policy analysts and economists, it assumes a utilitarian or consequentialist moral standard, and more specifically standard of distributive justice, and the utilitarian account of distributive justice is widely and I believe correctly taken to be utilitarianism’s most problematic feature.

Cost effectiveness analysis comparing alternative health interventions in the quality-adjusted life years (QALYs) produced from a given level of resources constitutes a quantitative method for prioritizing different interventions to improve health. There are many unresolved technical and methodological issues in QALYs and CEA, none of which will be my concern here. My concern will be instead with the ethical issues in the construction and use of CEAs for the prioritization of health care resources. The specific issues that I shall briefly discuss below all constitute potential ethical criticisms of CEA as a normative standard, specifically criticisms concerning justice or equity, and so one might hope concerns for justice or equity could be integrated into these quantitative methodologies. There are at least two reasons, however, for caution, at least in the near term, about the possibility of integrating some of these ethical concerns into cost effectiveness models and analyses. First, although a great deal of work in economics and health policy has gone into the development and validation of measures of health status and the burdens of disease, as well as of cost effectiveness methodologies, much less work has been done on how to integrate concerns of ethics and equity into cost effectiveness measures, although I shall mention one means of doing so later. The theoretical and methodological work necessary to do so remains largely undone. Second, each of the issues of ethics and equity that I take up below remain controversial. Since no clear consensus exists about how each should be treated, there is in turn no consensus about what qualifications or constraints they might justify placing on the cost effectiveness goal of maximizing health.

This second difficulty is not likely to be solely a near term limitation, awaiting further work on the ethical issues that I will identify. Instead, most of these issues represent deep divisions in normative ethical theory and in the ethical beliefs of ordinary people; I believe they are likely a permanent fact of ethical life. As I understand and shall present these ethical issues, in most cases there is not a single plausible answer to them. Even from within the standpoint of a particular ethical theory or ethical view, these issues’ complexity means that different answers may be appropriate for a particular issue in the different contexts in which CEAs are used. Thus, what is necessary at this point is work developing more clearly and precisely the nature of the issues at stake, the alternative plausible positions on them together with the arguments for and against those positions. Until much more of this work is done, we will not know how deep the conflicts go and the degree to which any can be resolved.

Norman Daniels and James Sabin have recently argued that because ethical theories and theories of justice are indeterminate and/or in conflict
on some of these issues, we must turn to fair procedures to arrive at practical solutions to them for health policy (1). As practical policy matters that need resolution now they are no doubt correct, and a single quantitative measure or model of equity and justice for health care resource prioritization is certainly not possible now, if it will ever be. But that is not to deny that much important work remains to be done on the substantive issues of equity in health care, and that work should inform the deliberations of those taking part in the fair procedures that we will need to reach practical resolutions and compromises on these issues in real time. What then are some of the main issues of equity raised by cost effectiveness approaches to resource allocation of health care?

**First issue: How should states of health and disability be evaluated?**

Any CEA in health care requires some summary measure of the health benefits of interventions designed to improve the health status and reduce the burden of disease of a given population. Early summary measures of the health status of populations and of the benefits of health interventions often assessed only a single variable, such as life expectancy or infant mortality. The usefulness of life expectancy or infant mortality rates is clearly very limited, however, since they give us information about only one of the aims of health interventions, extending life or preventing premature loss of life, and they provide only limited information about that aim. They give us no information about another, at least as important, aim of health interventions, to improve or protect the quality of life by treating or preventing suffering and disability.

Multi-attribute measures like the Sickness Impact Profile (2) and the SF 36 (3) provide measures of different aspects of overall health related quality of life (HRQL) on which a particular population can be mapped, and an intervention assessed for its impact on these different components of health, or HRQL. Since these measures do not assign different relative value or importance to the different aspects or attributes of HRQL, they do not provide a single overall summary measure of HRQL. Thus, if one of two populations or health interventions scores higher in some respect(s) but lower in others, no conclusion can be drawn about whether the overall HRQL of one population, or from one intervention, is better than the other. Much quantitative based resource prioritization requires a methodology that combines in a single measure the two broad kinds of benefits produced by health interventions—extension of length of life and improvements in the quality of life (4).

Typical summary measures of the benefits over time of health interventions that combine and assign relative value to these two kinds of benefits include QALYs and Disability-Adjusted Life Years (DALYs). Measures like QALYs and DALYs require a measure of the health status
of individuals and in turn populations at different points in time, such as the Health Utilities Index (HUI) (5) and the Quality of Well-Being Scale (QWB) (6), so as to be able to measure the health benefits in terms of changes in HRQL and length of life produced by different health interventions. The construction of any measure like the HUI or QWB requires a two step process: first, different states of disability or conditions limiting HRQL are described; second, different relative values or utilities are assigned to those different conditions.

The determination of a person’s or group’s different health related conditions in terms of the various areas of function on the HUI or QWB both before and after a particular health intervention is an empirical question, which should be answered by appeal to relevant data regarding the burden of a particular disease and the reduction in that burden that a particular health intervention can be expected to produce. Needless to say, often the relevant data are highly imperfect, but that is a problem to be addressed largely by generating better data, not by ethical analysis.

The second step of assigning different relative values or utilities to the different areas and levels of function described by a measure like the HUI is typically done by soliciting people’s preferences for life with the various functional limitations. This raises the fundamental question of whose preferences should be used to determine the relative value of life with different limitations in function and how they should be obtained. The developers of the DALY used the preferences of expert health professionals, in part for the practical reason that they are more knowledgeable about the nature of different health states, but the degree to which various conditions reduce overall HRQL is not a matter to be settled by professional expertise. Moreover, health professionals may have systematic biases that skew their value judgments about quality of life from those of ordinary persons. Other measures like the HUI and QWB use the value judgments of a random group of ordinary citizens to evaluate different states of disability or limitations in function.

A central issue concerning whose evaluations of different states of disability or functional limitation should be used arises from the typical responses of individuals to becoming disabled: adaptation, that is improving one’s functional performance through learning and skills development, coping, that is altering one’s expectations for performance so as to reduce the self-perceived gap between them and one’s actual performance; and adjustment, that is altering one’s life plans to give greater importance to activities in which performance is not diminished by disability (7). The result is that the disabled who have gone through these processes often report less distress and limitation of opportunity and a higher quality of life with their disability than the non disabled in evaluating the same condition. If the evaluations of disability states by the non disabled are used for ranking different states of health and disability, then disabilities will be ranked as more serious health needs, but these rankings are open to the charge that they are distorted by the ignorance
of the evaluators of what it is like to live with the conditions in question. Moreover, those valuations will assign less value to extending the lives of persons with disabilities. If the evaluations of the disabled themselves are used, however, the rankings are open to the charge that they reflect a different distortion by unjustifiably underestimating the burden of the disability because of the process of adaptation, coping, and adjustment that the disabled person has undergone. Moreover, they will assign less value to prevention or rehabilitation for disability because of the results of this process. The problem here is to determine an appropriate evaluative standpoint for ranking the importance of different disabilities which avoids these potential distortions (8).

Since the preferences for different states of disability or HRQL used to determine their relative values should be informed preferences, it is natural to think that the preferences of those who actually experience the disabilities should be used. Because they should have a more informed understanding of what it is actually like to live with the particular disability in question, we can hope to avoid uninformed evaluations. But this is to miss the deeper nature of the problem caused by adaptation, coping, and adjustment to disabilities.

Fundamental to understanding the difficulty posed by adaptation, coping, and adjustment to disabilities for preference evaluation of HRQL with various disabilities is that neither the nondisabled nor the disabled need have made any mistake in their different evaluations of quality of life with that disability. They arrive at different evaluations of the quality of life with that disability because they use different evaluative standpoints as a result of the disabled person’s adaptation, coping, and adjustment. Disabled persons who have undergone this process can look back and see that before they became disabled they too would have evaluated the quality of life with that disability as nondisabled people now do. But this provides no basis for concluding that their pre-disability evaluation of the quality of life with that disability was mistaken, and so in turn no basis for discounting or discarding it because mistaken. The problem that I call the perspectives problem is that the nondisabled and the disabled evaluate the quality of life with the disability from two different evaluative perspectives, neither of which is mistaken. It might seem tempting to use the non-disabled’s preferences for assessing the importance of prevention or rehabilitation programs, but the disabled’s preferences for assessing the importance of life-sustaining treatments for the disabled, but this ignores the necessity of a single unified perspective in order to compare the relative benefits from, and prioritize, the full range of different health interventions.

Moreover, what weight to give to the results of coping with one’s condition may depend on the causes of that condition, for example disease or injury that are no one’s fault as opposed to unjust social conditions. Most measures of HRQL include some measure of subjective satisfaction or distress, a factor that is importantly influenced by people’s
expectations. In a society which has long practiced systematic discrimination against women, for example, women may not be dissatisfied with their unjustly disadvantaged state, including the health differences that result from that discrimination. The fact that victims are sufficiently oppressed that they accept an injustice as natural and cope with it by reducing their expectations and adjusting their life plans should not make its effects less serious, as measures of HRQL with a subjective satisfaction or distress component would imply.

When measures like the HUI or QWB are applied across different economic, ethnic, cultural, and social groups, the meaningful states of health and disability and their importance in different groups may vary greatly; for example, in a setting in which most work is manual labor limitations in physical functioning will have greater importance than it does in a setting in which most individuals are engaged in non physical, knowledge-based occupations, where certain cognitive disabilities are of greater importance. Different evaluations of health conditions and disabilities as seem to be necessary for groups with significantly different relative needs for different functional abilities, but then cross-group comparisons of health and disability, and of the relative value of health interventions, in those different groups will not be possible. The health program benefits will have been measured on two different and apparently incommensurable valuational scales. These differences will be magnified when summary measures of population health are employed for international comparisons across very disparate countries.

Some of this variability of perspective may be avoided by a focus on the evaluation of disability instead of handicap, as these are traditionally distinguished, such as in the 1980 International Classification of Impairments, Disabilities and Handicaps (ICIDH) (9). The ICIDH understands disabilities as “any restriction or lack (resulting from an impairment) of ability to perform an activity in the manner or within the range considered normal for a human being,” whereas handicap is “a disadvantage for a given individual, resulting from an impairment or disability, that limits or prevents the fulfillment of a role that is normal (depending on age, sex, and social and cultural factors) for that individual.” There will be greater variability between individuals, groups, and cultures in the relative importance of handicaps than of disabilities since handicaps take account of differences in individuals’ roles and social conditions that disabilities do not. But it is problematic whether these differences should be ignored in prioritizing health resources for individuals, groups, and societies, that is, whether disabilities or handicaps are the correct focus for evaluation.

Second Issue: Do all QALYs count equally?

QALYs standardly assume that an additional year of life has the same value regardless of the age of the person who receives it, assuming that
the different life years are of comparable quality. A year of life extension for an infant, a forty-year-old, and an eighty-year-old all have the same value in QALYs produced, and in turn in a cost effectiveness analysis using QALYs, assuming no difference in the quality of the year of life extension. This is compatible, of course, with using age-based quality adjustments for interventions affecting groups of different age patients to reflect differences in the average quality of life of those different groups; for example, if average quality of life in a group of patients of average age 85 is less than that of patients of average age 25, a year of life extension for the 25 year old would have greater value in QALYs than would a year of life extension for the 85 year old.

In the World Bank Study, *World Development Report 1993; Investing in Health*, (10), the alternative DALY measure was developed to measure the burden of disease in reducing life expectancy and quality of life. Probably the most important ethical difference between QALYs and DALYs is that DALYs assign different value to a year of life extension of the same quality, depending on the age at which an individual receives it; specifically, life extension for individuals during their adult productive work years is assigned greater value than a similar period of life extension for infants and young children or the elderly. The principal justification offered for this feature of DALYs was the different social roles that individuals typically occupy at different ages and the typical emotional, physical, and financial dependence of the very young and the elderly on individuals in their productive work years (11).

This justification of age-based differences in the value of life extension implicitly adopts an ethically problematic social perspective on the value of health care interventions that extend life, or maintain or restore function, that is, an evaluation of the benefits to others of extending an individual’s life, or maintaining or restoring his or her function, in addition to the benefit to that individual of doing so. This social perspective is in conflict with the usual focus in clinical decision making and treatment only on the benefits to the individuals who receive the health care interventions in question. Typical practice in health policy and public health contexts is more ambiguous on this point, since benefits to others besides the direct recipient of the intervention are sometimes given substantial weight in the evaluation and justification of health programs; for example, treatment programs for substance abuse are argued to merit high priority because of their benefits in reductions in lost work days and in harmful effects on the substance abusers’ family members. This social perspective is ethically problematic because it gives weight to differences between individuals in their social and economic value to others; in so doing, it discriminates against persons with fewer dependencies and social ties, which arguably is not ethically relevant in health care resource allocation. The social perspective justifying the DALY measure is therefore ethically problematic, in a way the alternative QALY measure is not, if the value of health benefits for individuals should focus on the
value to the individuals treated of the health benefits, not on the social value for others of treating those persons. The ethical difficulty here is briefly explored further in the section below on what costs and benefits should count in a CEA.

Giving different value to life extension at different ages, however, might be justified ethically if done for different reasons. For example, Norman Daniels has argued that because everyone can expect to pass through the different stages of the life span, giving different value to a year of life extension at different stages in the life span need not unjustly discriminate against individuals in the way giving different weight to life extension for members of different racial, ethnic, or gender groups would unjustly discriminate (12). Each individual can expect to pass through all the life stages in which life extension is given different value, but is a member of only one race, ethnic group, and gender. Thus, all persons are treated the same at comparable stages of their lives regarding the value of extending their lives, and so the use of DALYs would not constitute unjust age discrimination comparable to gender, ethnic or racial discrimination.

Moreover, individuals, and in turn their society, might choose to give lesser weight to a year of life extension beyond the normal life span than to a year of life extension before one has reached the normal life span based on a conception of what equality of opportunity requires, or on what Alan Williams calls the “fair innings argument” (13). People’s plans of life and central long term projects will typically be constructed to fit within the normal life span, and so the completion of these central projects will typically require reaching, but not living beyond, the normal life span (12;14).

**Third Issue:** What costs and benefits should count in cost effectiveness analyses of health programs?

It is widely agreed that cost effectiveness analyses in health should reflect the direct health benefits for individuals of their medical treatment, such as improving renal function or reducing joint swelling, and of public health programs, such as reducing the incidence of infectious diseases through vaccination programs. The direct costs of medical treatment and public health programs, such as the costs of health care professionals’ time and of medical equipment and supplies, should also be reflected. But medical and public health interventions typically also have indirect non-health benefits and costs. For example, some disease and illness principally affects adults during their working years, thereby incurring significant economic costs in lost work days associated with the disease or illness, whereas other disease and illness principally affects either young children, such as some infectious diseases, or the elderly, such as Alzheimer’s’ dementia, who in each case are not typically employed and
so do not incur lost wages or lost work time from illness. Should an indirect economic burden of disease of this sort be given weight in a cost effectiveness analysis used to prioritize between different health interventions?

From an economic perspective, as well as from a broad utilitarian moral perspective, indirect non health benefits and costs are real benefits and costs of disease and of efforts to treat or prevent it, even if not direct health benefits and direct treatment costs; they should be reflected in the overall cost effectiveness accounting of how to use scarce health resources so as to produce the maximum aggregate benefit. A possible moral argument for ignoring these indirect non health costs and benefits in health resource prioritization is grounded in a conception of the moral equality of persons. Giving priority to the treatment of one group of patients over another because treating the first group would produce indirect non health benefits for others (for example, other family members who were dependent on these patients) or would reduce indirect economic costs to others (for example, the employers of these patients who incur less lost work time) could be argued to fail to treat each group of patients with the equal moral concern and respect that all people deserve; in particular, doing so would fail to give equal moral concern and weight to each person’s health care needs. Instead, giving lower priority to the second group of patients simply because they are not a means to the indirect non health benefits or cost savings produced by treating the first group of patients gives the second group of patients and their health care needs lower priority simply because they are not a means to these indirect non health benefits or cost savings to others. It would violate the Kantian moral injunction against treating people solely as means for the benefit of others.

In public policy we often use a notion of “separate spheres,” which in this case could be used to argue that the purpose of health care and of public health is health and the reduction of disease, and so only these goals and effects should guide health care and public health programs (15;16). There are obvious practical grounds for the separate spheres view from the difficulty of fully determining and calculating indirect benefits and costs. But the Kantian moral argument could serve as a principled moral basis for ignoring indirect benefits and costs in a cost effectiveness analysis to be used to prioritize health resources and interventions that serve different individuals or groups.

**Fourth Issue: Should discount rates be applied to health care benefits?**

It is both standard and recommended practice in cost effectiveness analyses, within health care and elsewhere, to assume a time preference by applying a discount rate to both the benefits and costs of different programs under evaluation, although the reasons for doing so and the proper rate of
discount are controversial (17). It is important to separate clearly the ethical issue about whether health benefits should be discounted from other economic considerations for discounting, as well as to be clear why the issue is important for health policy. It is not ethically controversial that a discount rate should be applied to economic costs and economic benefits; a dollar received today is worth more than a dollar received 10 years from now because we have its use for those ten years, and there is a similar economic advantage in delaying the incurring of economic costs. The ethical issue is whether a discount rate should be applied directly to changes in life extension and well-being or health. Is an improvement in well-being, such as a specific period of life extension, a reduction in suffering, or an improvement in function, extending, say, for one year of substantially less value if it occurs twenty years from now than if it occurs next year?

Future benefits are appropriately discounted when they are more uncertain than proximate benefits. Proximate benefits, such as restoration of an individual's function, also are of more value than distant benefits if they make possible a longer period of, and thus larger, benefit by occurring sooner. But neither of these considerations require the use of a discount rate—they will be taken account of in the measurement of expected benefits of alternative interventions. The ethical question is whether an improvement in an individual's well-being is of lesser value if it occurs in the distant future than if it occurs in the immediate future, simply and only because it occurs later in time. This is a controversial issue in the literature on social discounting and my own view is that no adequate ethical justification has been offered for applying a discount rate directly to changes in health and well-being, though I cannot pursue the justifications offered by proponents of discounting here. The avoidance of paradoxes that arise when no discount rate is applied or when different discount rates are applied to costs and benefits, has influenced many economists to support use of the same discount rate for costs and benefits (18), but I believe these are properly dealt with not through discounting, but rather through directly addressing the ethical issues they raise, usually about equity between different generations.

The policy importance of this issue is relatively straightforward in the prioritization of health care interventions. Many health care and public health programs take significantly different lengths of time to produce their benefits. Applying a discount rate to those benefits leads to an unwarranted priority to programs producing benefits more rapidly. It results in a program that produces benefits in health and well-being say twenty years into the future being given lower priority than an alternative health care program that produces substantially less overall improvement in health and well-being, but produces that improvement much sooner. Many public health and preventive interventions, for example, vaccination programs and changes in unhealthy behavior, reap their health benefits years into the future. If those benefits are unjustifiably discounted, they will be given lower priority than alternative programs
that produce fewer aggregate benefits. The result is a health policy that produces fewer overall health benefits over time than could have been produced with the same resources.

**Fifth Issue:** What life expectancies should be used for calculating the benefits of life saving interventions?

In calculating QALYs it is standard practice to take account of differences in the average ages and in turn life expectancies of patients served by different health care programs; for example, a treatment for a life-threatening childhood disease would produce more QALYs than a comparable treatment for a life-threatening disease affecting primarily the elderly. Similarly, accurate estimates of the expected QALYs from different interventions would adjust for differences in the average life expectancies of patients caused by diseases other than those treated by the interventions; for example, an intervention that improved the quality of life of patients with cystic fibrosis, who have a much lower than average life expectancy as a result of their disease, would produce fewer QALYs than an intervention with a comparable improvement in lifetime quality of life for patients with average life expectancies undiminished by disease. This latter case raises difficult issues about discrimination against people with disabilities that I take up later. But there are other differences in the life expectancies of different groups that an accurate estimate of QALYs produced by health interventions serving those groups would seemingly have to reflect; for example, there are significant differences in the life expectancies between different genders, racial and ethnic groups, and socio-economic groups within most countries. Internationally, the differences in life expectancies between different countries are often much larger. Should these differences affect calculations of the QALYs gained by health care and public health interventions that extend life or improve quality of life? An accurate estimate of the additional life years actually produced by those interventions should not ignore differences in life expectancies that the health care interventions will not affect, but the result will be that it is less valuable to save the life of a poor person in an underdeveloped country than a rich person in a developed country.

The differences in life expectancies between different racial, ethnic, and socio-economic groups within a single country, as well as the very large differences between life expectancies in economically developed and poor countries, are often principally the result of unjust conditions and deprivations suffered by those with lower life expectancies. It would seem only to compound those injustices to give less value to interventions that save lives or improve quality of life for groups with lower life expectancies caused by the unjust conditions and deprivations from which they suffer. Differences in life expectancies between the genders,
on the other hand, are believed to rest in significant part on biological differences, not on unjust social conditions. Whether the biologically based component of gender differences in life expectancies should be reflected in measures like QALYs or DALYs is more controversial. For example, on the one hand, the lower life expectancy of men does not result from any independent injustice, but, on the other hand, it is explicit public policy and required by law in the United States to ignore this gender-based difference in most calculations of pension benefits and annuity costs so as to avoid gender discrimination. The developers of the DALY explicitly chose to use a single uniform measure of life expectancy (except for the biological component of the gender difference), specifically that observed in Japan which has the highest national life expectancy, to measure gains from life saving interventions. They justified their choice in explicitly ethical terms as conforming to a principle of “treating like events as like,” although the reasoning was not pursued in any detail (11). How this issue is treated can have a substantial impact on the priorities that result from the cost effectiveness analysis, especially at the international level where country differences tend often to be greater than group differences within specific countries.

Each of the preceding five ethical issues can be considered issues in the construction of a cost-effectiveness analysis in health care. The other issues I want to briefly note can be considered issues in the use of cost effectiveness analysis in health resource prioritization. They are each issues of distributive justice or equity raised by the fact that a cost effectiveness analysis is insensitive to the distribution of health benefits and of the costs of producing them. Yet people’s beliefs about equity and justice directly affect the relative priority they assign to different health interventions. One standard response to this point is that a CEA can only be an aid to policy making in general, and health resource prioritization in particular, and that policy makers must take account of considerations of equity in final policy decisions and choices. But as with the ethical issues in the construction of CEAs, much work remains to be done to clarify and assess alternative positions on these issues of equity so the policy choices on them can at least be better informed, even if they remain controversial. Here, there is only space to state four of the main equity issues in the use of CEAs and some of the principal ethical considerations supporting different positions on them (19). After doing that, I shall mention an alternative quantitative methodology that, unlike CEA, incorporates considerations of equity within the quantitative analysis.

Sixth Issue: What priority should be given to the sickest or worst off? (20)

It is a commonplace that most theories of distributive justice require some special concern for those who are worst off or most disadvantaged; for
example, it is often said that the justice of a society can be measured by how it treats its least well off members. In the context of health care allocation and the prioritization of health interventions, the worst off with regard to need for the good being distributed might reasonably be thought to be the sickest patients. In many cases, the sickest will be given priority by a CEA comparing treating them as opposed to less sick patients; the sickest have greater possible improvements in HRQL because they begin from a lower HRQL, and so, for example, in comparing fully effective treatments those for the sickest will produce the greater benefits. But in other cases giving priority to the sickest will require a sacrifice in aggregate health benefits. An abstract example makes the point most concisely. Suppose Group A patients have a very serious disease that leaves them with a health utility level of .25 as measured by the HUI, and this would be raised only to .45 with the best available treatment because no treatment is very effective for their disease; for example, patients with severe chronic obstructive pulmonary disease or with severe chronic schizophrenia that is largely resistant to standard pharmacological treatments. A similar number of Group B patients have a health utility level of .60 because they have a considerably less serious disease, but since treatment for their disease is more effective, although no more costly, it would raise their health utility level to .90; for example, patients with asthma, or with milder forms of pulmonary disease or schizophrenia that both leave them less disabled without treatment and are more responsive to treatment. Should we give priority to treating Group B because doing so would produce a 50% greater aggregate health benefit at the same cost, as the CEA standard implies, or to treating Group A who are the sickest? In some empirical studies, both ordinary people and health professionals prefer to sacrifice some aggregate health benefits in order to treat the sickest patients, although the degree of sacrifice they are prepared to make is variable and not statistically reliable (21).

One difficulty raised by this issue is determining what weight to give to this particular aspect of equity—concern for the worst off. Virtually no one would prefer to treat the sickest, no matter how costly their treatment and how small the benefit to them of doing so, and no matter how beneficial and inexpensive treatment for the less sick might be. However, there seems no objective, principled basis for determining how much priority to give the sickest, that is, how much aggregate health benefits should be sacrificed in order to treat or give priority to the sickest. Instead, the most one can say is that most people and many theories of distributive justice have a concern both for maximizing overall benefits with scarce health resources and for helping the worst off or sickest, but there is a large range of indeterminacy regarding the proper trade off between these two concerns when they are in conflict.

One issue in understanding this concern for the worst off important for health care priorities is whether it should focus on who is worst off at a
point in time or instead over an extended period of time, such as a lifetime. When choosing between patients to receive a scarce resource, such as in organ transplantation, it is often plausible to focus on lifetime well-being, since otherwise we may give priority to the patient who is worst off at the time the distributive choice is made, but whose lifetime level of well-being is far higher than the other patient. Frances Kamm has defended a notion of need in this context according to which the neediest patient is the patient whose life will have gone worst if he or she does not get the scarce resource, such as an organ transplant (15). However, some justifications for giving priority to the worst off may support focusing on the sickest here and now.

What are the ethical justifications for giving priority to the worst off? I can mention only two possibilities here. One is that we must give priority to the worst off in order to avoid increasing the already unjustified disadvantage or inequality they suffer relative to those better off. But it is worth noting that a concern for the worst off is not always the same as a concern to produce equality in outcomes. In the example above of Groups A and B, equality could be achieved by what Derek Parfit has called “leveling down”, that is by bringing B’s health utility level down to that of A’s instead raising A’s level up to that of B (22). If equity here is equivalent to equality in outcomes, then if it were not possible to raise A’s level above .40 with treatment, equity would seem to support not treating Group B and letting their condition deteriorate until it reached the lower level of Group A. The fact that no one would defend doing this suggests that this aspect of our notion of equity or justice is best captured by the idea of giving priority to improving the condition of the worst off, rather than by a simple concern for equality in outcomes.

A different justification for giving priority to treating the sickest, offered by some participants in Nord’s research, is that it would be subjectively more important to the sickest to obtain treatment, even if the health benefits they receive from treatment are less than those that would go to the less sick; this justification might support focusing on who is worst off at the point in time at which the decision about who to treat is made, not whose lifetime well-being will be lowest (21).

One further issue concerning the priority to the worst off should be mentioned. In the context of health resource prioritization in health policy it seems natural to understand the worst off as the sickest. But this may not always be correct. At the most fundamental ethical level in our general theories of equity and distributive justice, our concern should be for those who are overall or all things considered worst off, and they will not always be the sickest. It could be argued that giving priority to the worst off in health resource prioritization sometimes requires giving priority to those with the lowest levels of overall well-being, even at some cost to aggregate health benefits produced and at the cost of not treating sicker persons whose overall well-being is much higher. A preference for health interventions that raise the level of well-being of those who are worst off
in overall well-being, instead of giving priority to the sickest, might be justified in order not to increase the unjustified disadvantage suffered by those with the lowest overall level of well-being. If, instead, the priority to the worst off in health resource prioritization should focus only on health states and so on the sickest, a justification of this narrowed focus is needed.

**Seventh Issue:** When should small benefits to a large number of persons receive priority over large benefits to a small number of persons?

Cost effectiveness and utilitarian standards require minimizing the aggregate burden of disease and maximizing the aggregate health of a population without regard to the resulting distribution of disease and health, or who gets what benefits. The issue about priority to the worst off focuses on who gets the benefits. A different issue concerns what benefits different individuals get. Some would argue that health benefits are often qualitatively different and so cannot all be compared on a single scale like the HUI, or in turn by a single measure like QALYs, but that is not the issue of concern now. In its most general form the issue about aggregation concerns what ethical limits there are, if any, on aggregating together different size benefits for different persons in comparing and prioritizing different health interventions; CEA accepts no such limits. There are many forms in which this issue can arise which cannot be pursued here (15), but the version that has received the most attention, and which Daniels has called the aggregation problem, is when, if ever, large benefits to a few individuals should take priority over greater aggregate benefits to a different and much larger group of individuals, each one of whom receives only a small benefit. This issue arises when a very serious disease or condition for those affected that is also very costly to prevent or treat is compared with a much more prevalent disease or condition that both has a very small impact on each individual affected and is very inexpensive to treat or prevent in any one individual. Applying cost effectiveness or utilitarian standards, preventing or treating the very prevalent but low impact disease or condition at a given cost will receive higher priority when doing so produces greater aggregate benefits than using the same funds to treat or prevent the disease or condition that has a very great impact on each individual affected. The example that received considerable attention in the United States arose in the Oregon Medicaid priority setting process where capping teeth for exposed pulp was ranked just above an appendectomy for acute appendicitis, a potentially life-threatening condition. Because an appendectomy is approximately 150 times as expensive as capping a tooth for exposed pulp, the aggregate benefit of capping a tooth for 150 patients was judged to be greater than the benefit of an appendectomy for one patient. Since Medicaid coverage decisions were to be made according to the list of
treatment/condition pairs ranked in terms of their relative cost effectiveness, it could have turned out, depending on the overall level of resources available to the Medicaid program, that tooth capping would have been covered but appendectomies not covered.

This result, and other less extreme cases like it, was highly counter-intuitive and unacceptable to most people, whose intuitive rankings of the relative importance or priority of health interventions are based on one-to-one comparisons, for example of one tooth capped as opposed to one appendectomy performed. In the face of these results Oregon made a fundamental change in its prioritization methodology, abandoning the cost effectiveness standard in favor of a standard that did not take account of differences in costs. This was not a minor problem requiring tinkering at the margins of the CEA standard, but a fundamental challenge to it and so required a fundamental revision in it.

Yet it is by no means clear that no such aggregation can be ethically justified. The very case that precipitated Oregon’s Medicaid revision was a 12 year old boy in need of a bone marrow transplant as the only effective chance to save his life. Oregon denied coverage under its Medicaid program on the grounds that it could do greater good by using its limited resources to improve prenatal care for pregnant women, in this case giving higher priority to small benefits to many over a potentially much larger benefit to a few. Moreover, many public policy choices appear to give higher priority to small benefits to many over even life saving benefits to a few; for example, governments in the United States support public parks used by tens or hundreds of thousands of persons, while reducing funding for public hospitals resulting in quite predictable loss of life.

The cost effectiveness or utilitarian standard that permits unlimited aggregation of benefits might be defended by distinguishing between the clinical context in which physicians treat individual patients and the public health and health policy context in which health resource allocation decisions are made that will affect different groups in the population. In the clinical context, physicians forced to prioritize between individual patients typically will first treat the patient who will suffer the more serious consequences without treatment, or who will benefit the most from treatment, even if doing so will prevent her treating a larger number of less seriously ill patients. But from a public health or health policy perspective, it could be argued that the potential overall or aggregate effects of alternative interventions on population health is the appropriate perspective. However, the Oregon experience makes clear that even when allocating public resources for interventions to improve the health of a population it is ethically controversial whether always giving priority to producing the maximum aggregate benefits, even when that is done by giving small benefits to many at the cost of forgoing large benefits to a few, is justified.

Just as with the problem of what priority to give to the worst off, part
of the complexity of the aggregation problem is that for most people some, but not all, cases of aggregation are ethically acceptable and equitable. The theoretical problem then is to develop a principled account of when, and for what reasons, different forms of aggregation satisfy requirements of equity and when they do not (15). There is no consensus on this issue either among ordinary persons or within the literature of health policy or ethics and political philosophy. As with the problem about priority to the worst off, the complexities of this issue have received relatively little attention in bioethics and moral and political philosophy, and there is much difficult but important work to be done.

Eighth Issue: The conflict between fair chances and best outcomes

The third ethical issue in the use of CEA for health resource utilization that I will mention here has been characterized as the conflict between fair chances and best outcomes (19). The conflict is most pressing when the health intervention is life saving and not all those whose lives are threatened can be saved, but it arises as well when threats are only to individuals’ health and well-being. In the context of health care, this issue first received attention in organ transplantation where there is a scarcity of life saving organs such as hearts and lungs resulting in thousands of deaths each year of patients on waiting lists for an organ for transplant; an abstract example from transplantation can illustrate the issue most clearly and succinctly (23).

Suppose two patients are each in need of a heart transplant to prevent imminent death, but there is only one heart available for transplant. Patient A has a life expectancy with a transplant of ten years and patient B has a life expectancy with a transplant of nine years (of course, precise estimates of this sort are not possible, but the point is that there is a small difference in the expected benefits to be gained depending on which patient gets the scarce organ), with no difference in their expected quality of life. Maximizing health benefits or QALYs, as a CEA standard requires, favors giving the organ to patient A, but patient B might argue that it is unfair to give her no chance to receive the scarce heart. Just as much as A, she needs the heart transplant for life itself and will lose everything, that is her life, if she does not receive it. It is unfair, B might argue, to give the organ to A because the quite small increment in expected benefits from doing so is too small to justly determine who lives and who dies. Instead, she argues, each of them should receive a fair chance of getting the organ and having their health needs met; in this case, that might be done by giving each an equal chance of receiving the transplant through some form of random selection between them, or by a weighted lottery that gives the patient who would benefit more some greater likelihood of being selected to receive the organ, but still gives the
patient who would benefit less some significant chance of getting it instead (15;23;24).

Most prioritization and rationing choices arise not from physical scarcity of the needed health resource, as in organ transplantation, but from economic scarcity, limits in the money society devotes to health care. Will this issue of equity arise in health resource prioritization and allocation choices forced by economic scarcity? Two considerations will often mitigate the force of the ethical conflict between fair chances and best outcomes there. First, allocation of resources in health care is typically not an all or nothing choice, as in the case of selecting recipients for scarce organs, but is usually a matter of the relative priority for funding to be given to different health programs or interventions. That one health program A promises a small gain in aggregate health benefits over a competing program B need not entail that A is fully funded and B receives no funding, but only that A should receive higher priority for, or a higher level of, funding than B. Persons with the disease or condition that A treats will have a somewhat higher probability of being successfully treated than will those who have the disease or condition that B treats; in the case of prevention, those at risk of A will have a somewhat higher probability of successful prevention than will those at risk of B. When there is significant resource scarcity this will involve some sacrifice in aggregate health benefits that might have been produced by always preferring the more cost effective alternative. But doing so means that individuals who are served by B have no complaint that the small difference in expected benefits between programs A and B unfairly prevents them from having their health needs met at all. Instead, the small difference in expected benefits between programs A and B need only result in a comparably small difference in the resources devoted to A and B; it is not obvious that this is unfair to those patients served by B, whose needs are somewhat less well served than patients in program A because of B’s lower priority and level of funding.

The second consideration that may mitigate some the conflict between fair chances and best outcomes in health resource prioritization forced by economic scarcity is that often, probably usually, the diseases and health problems to be treated or prevented are not directly life threatening, but instead only impact on individuals’ quality of life, and often for only a limited period of time. In these cases, the difference in health benefits between individuals who receive a needed health intervention that is given a higher priority and individuals who do not receive a needed health intervention because their condition is given lower priority, is much less, making the unfairness arguably less compelling.

These two considerations may mitigate, but they do not fully avoid, the conflict between fair chances and best outcomes in prioritization decisions about health interventions forced by economic scarcity. When a more cost effective health program is developed for one population instead of a different less cost effective health program for a different
population, individuals who would have been served by the second program will have a complaint that they did not have a fair chance to have their needs served only because of a small gain in the benefits that are produced by the first program. The fair chances versus best outcome conflict will arise in prioritizing health interventions in health policy; how this conflict can be equitably resolved is complex, controversial, and unclear.

**Ninth issue: Does use of CEA to set health care priorities unjustly discriminate against the disabled?**

In several contexts using CEA to set health care priorities will result in assigning lower priority to both life extending and quality of life improving treatment for disabled than nondisabled persons with the same health care needs (8;25). Here are five such contexts. First, since already disabled persons have a lower HRQL from their disability than nondisabled persons, treatment that extends their life for a given number of years produces fewer QALYs than the same treatment that extends the life of a nondisabled person for the same number of years. Second, if two groups of patients with the same HRQL have the same need for a life sustaining or quality of life improving treatment, but one will be restored to normal function and the other will be left with a resultant disability, more QALYs will be produced by treating the first group. Third, persons with disabilities often have a lower life expectancy because of their disability than otherwise similar nondisabled persons. As a result, treatments that prevent loss of life or produce lifetime improvements in quality of life will produce fewer QALYs when given to disabled than to nondisabled persons with the same health care needs. Fourth, disabilities often act as comorbid conditions making a treatment less beneficial in QALYs produced for disabled than for nondisabled persons with the same health care needs. Fifth, the presence of a disability can make treatment of disabled persons more difficult and so more costly than for nondisabled persons with the same health care needs; the result is a lower cost effectiveness ratio for treating the disabled persons.

In each of the five cases above, disabled persons have the same medical and health care need as nondisabled persons, and so the same claim to treatment on the basis of their needs. But treating the disabled person will produce less benefit, that is fewer QALYs, because of their disability than treating the nondisabled. Thus, their disability is the reason for their receiving lower priority for treatment. This at least arguably fails to give equal moral concern to disabled persons’ health care needs and is unjust discrimination against them on grounds of their disability. Indeed, United States Health and Human Services Secretary Louis Sullivan denied
Oregon’s initial request for a waiver of federal regulations for its proposed revisions to its Medicaid plan on the grounds that Oregon’s method of prioritization of services was in violation of the Americans with Disabilities Act (ADA). Sullivan cited some of the five kinds of cases I noted above in support of that position, and Oregon in turn made essentially ad hoc revisions in its ranking to avoid the putative violation of the ADA.

Disabled persons charge that in cases like the first I cited above concerning life saving treatment, the implication of use of CEA to prioritize health care is that saving their lives, and so their lives themselves, have less value than nondisabled persons’ lives. They quite plausibly find that implication of CEA threatening and unjust. There are means of avoiding these problems about discrimination against persons with disabilities, but they involve abandoning fundamental features of CEAs. For example, one response to the first case cited above would be to give equal value to a year of life extension, whatever the quality of that life, so long as it is acceptable to the person whose life it is (15). But that has problematic implications too since, for example, a small percentage of persons in surveys say they would want their lives sustained even if they were in a persistent vegetative state. I cannot pursue the issues further here, but I believe the problem of whether CEA unjustly discriminates against the disabled is a deep and unresolved difficulty for use of CEA and QALYs to prioritize health care.

The sixth, seventh, and eighth issues above all raise possible criticisms of the maximization standard embodied in CEA; in each case, the claim is that equity requires attention to the distribution of health benefits and costs to distinct individuals. Steadfast utilitarians or consequentialists will reject the criticisms and hold fast to the maximization standard. But most people will accept some departure from the maximization standard of CEA; there are two broad strategies for how to do so. The first and probably most common is to propose CEA as an aid to policy makers who must make prioritization and allocation choices in health care, but then to remind those policy makers that they must take account of these considerations of equity as well in their decision making; this may be, but usually is not, accompanied by some guidance about alternative substantive positions, and reasons in support of them, on the equity issues. Moreover, some use of CEA in health policy and health program evaluation does not raise these last three issues of equity; for example, CEA of alternative treatments that each have uniform but different benefits for a group of patients with a particular medical condition. And outside of a CEA, either QALYs or DALYs can be used for evaluating alternative interventions, or for monitoring changes over time in health status or the burdens of disease, in a given group or population.

The second strategy for responding to concerns about equity seeks to develop a quantitative tool that measures the specific weight people give to different equity concerns in comparing interventions that raise issues
of distributive justice because they serve different individuals or benefit individuals differently. The most prominent and promising example is the “person trade-off” approach which explicitly asks people how many outcomes of one kind they consider equivalent in social value to X outcomes of another kind, where the outcomes are for different groups of individuals (26). For example, people can be asked, as in our earlier example, to compare treatment A for very severely ill patients who are at .25 on the HUI without treatment and who can be raised only to .45 with treatment, with treatment B of less severely ill patients who are at .60 and can be raised to .90 with treatment; filled out detailed examples, of course, will make the comparisons more understandable. Respondents are then asked how many patients treated with A would be equivalent in social value to treating 100 patients with B. Answers to questions of this form will tell us in quantitative terms how much importance people give to treating the sickest when doing so conflicts with maximizing aggregate health benefits.

The person trade-off approach is designed to permit people to incorporate concerns for equity or distributive justice into their judgments about the social value of alternative health programs. There has been relatively little exploration and use of this methodology in health care evaluation in comparison with the mass of methodological work on and studies of aggregate QALYs and CEAs, in part because many health policy analysts and health economists assume, often with little or no argument, that the social value of health programs is the sum of the individual utilities produced by the program. As I noted in the introduction to the paper, the early stage we are now at in the development and use of the person trade-off approach is a reason for caution at the present time about using it to settle issues of equity in health resource prioritization. While the utilitarian assumption in CEA is rejected in most philosophical work on distributive justice, as well as in the preferences most ordinary people express for different health outcomes and programs, I also noted in the introduction a second more important reason for caution about bringing considerations of equity into health policy decision making through a quantitative methodology like the person trade-off methodology—the issues of distributive justice that must be addressed by equitable health resource prioritization represent deep and long-standing divisions in moral and political philosophy about which there is not now, and may never be, anything approaching consensus. There is a strong case to be made, though I cannot pursue it here, that important value conflicts about justice of this sort should be addressed in public, democratic political processes, or in fair, participatory and accountable procedures within private institutions like managed care organizations (1). The person trade-off method can be a useful aid to those deliberative decision making processes in providing more structure and precision to different people’s views about equity in health care resource prioritization and trade-offs, but it is not a substitute
for that deliberation. Despite these briefly noted reservations, I do emphasize that for purposes of resource prioritization and allocation, the person trade-off approach is the proper perspective, in comparison with CEA, because it correctly reflects that the choices are typically about how health benefits and costs are distributed to different individuals.

CONCLUSION

I have distinguished above nine distinct issues about equity and justice that arise in the construction and use of cost effectiveness analysis to minimize the burdens of disease and to maximize health outcomes. In each case the concern for equity is in my view valid and warrants some constraints on a goal of unqualified maximization of health outcomes. There has not been space here to pursue at all fully any of these nine issues regarding equity and justice—each is complex, controversial, and important. In each case, my point has been that there are important ethical and value choices to be made in constructing and using the measures; the choices are not merely technical, empirical, or economic, but moral and value choices as well. Each requires explicit attention by health policy makers using CEA. In a few cases I have indicated my own view about how the potential conflict between equity and utilitarian maximization might be resolved, but in other cases I have simply summarized briefly some arguments for giving the particular concern about equity some weight when it conflicts with maximization of utility. For some of these issues, the literature and research is at a relatively early stage and one cannot be confident about how the issues should be resolved or even about the range of plausible positions and supporting reasons on them. However, this is not grounds for ignoring the issues, but instead for getting to work on them and for ensuring that they receive explicit attention and deliberation in decisions about health resource prioritization and allocation.

NOTES


2 Interventions that would improve health should be understood broadly, and in particular extend substantially beyond health care. It is widely agreed that other factors such as improved sanitation and economic conditions have contributed more to the health gains of the past century than has health care. However, in this paper I shall largely confine myself to health care interventions.
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  Capacity utilization 46-7, 94, 181, 191
  Capital costs 26, 91, 182, 244
  Cost offsets 35
  CostIt (tool) 28, 189
  Estimation of null [see Null set]
  Discounting [see Discounting]
  Economic prices 36, 41
  Funding mechanisms 87-8
  Future health costs 34
Hospital costs [see Hospital unit costs]
Identification of costs 29
International dollars 112, 44, 185, 199, 244-5
Joint or overhead costs 34-5, 111, 180, 200
Labour costs 40-1
Non-traded goods [see Programme costs]
Patient costs 178-9, 31, 91, 189
Productivity gains and losses 32, 48, 93
Programme costs [see Programme costs]
Purchasing power parity (PPP) exchange rates 44, 108, 112, 185
Scaling up 47, 109, 179, 191-2, 209
Shadow pricing 39-40, 48, 94, 120
Start-up costs 46, 181-2
Time costs 31, 33, 48, 93
Traded goods [see Programme costs]
Transferability across time and place 43-4
Transfer payments 38-40, 48, 94, 185
Types of cost 111, 181, 200
Unit of account (numeraire) 38-9, 48, 94, 185
Valuation 36, 42, 180

Cost-benefit analysis (CBA) 18

Cost-effectiveness analysis (CEA)
Counterfactual analysis 24, 49, 57, 93, 125, 278
Decision rules 22, 79, 130, 232
Expansion paths 22, 79-81, 92, 220, 249-52
Generalized approach (GCEA) [see Generalized CEA]
Intervention-mix constrained (IMC-CEA) 6-7, 130-281
Incremental analysis 7, 21, 278
League tables [see Uncertainty analysis]
Sectoral uses of [see Generalized CEA]
Social perspective 19, 33, 295
Time horizon 26, 69, 120

Cost-effectiveness ratios (CERs)
Average 135, 245
Categorisation 128, 245
Incremental 9-10, 92, 249
Disability-adjusted life years (DALY) 49-58, 89, 94, 113-4, 115-7, 132
Years lost due to premature mortality (YLL) 50, 55, 113-4, 116
Years lost due to non-fatal health conditions (YLD) 50, 113-4

Discounting
Constant versus declining rates 70-1
Costs 67-8, 45
Definition of 67
Formula for 68
Health effects 54, 68-70
Individual versus societal rates 67, 93
Time preference 67-8, 45, 70, 297

Efficiency
Allocative 87, 119, 126-7, 138-9, 278
Technical 86, 109, 119

Epidemiological subregions 118, 107-8, 241

Equity [see Ethical issues]

Ethical issues
Discounting future health benefits 68-9, 297-99
Discrimination of disabled 300, 307-310
Distributive justice 290, 300-301
Fair chances versus best outcome 305-307
Person trade-off approach 309-310
Preferences and perspectives 293-5
Prioritisation criteria 291, 294, 297-8, 300-3
Rationing 289, 306
Separate spheres argument 297
Valuation of health states 292-4

Generalized cost-effectiveness analysis (GCEA)
Cost estimation [see Costs]
Estimation of health effects [see Health effects]
Policy uses of 3-4, 5, 11, 83-90
Recommendations for 93-5, 17, 27, 47, 65, 71, 82, 92
Reporting results of 91-2
Sectoral uses of  
[see Priority setting]

Theoretical framework 17-20, 34

Health effects

Age-weighting 54-5, 57, 66, 74, 95
DALYs averted by intervention 52, 85, 132, 237, 245
Data sources for 64-5, 226
Discounting [see Discounting]
Efficacy 64-6, 73, 94-5, 253
Estimation of null [see Null set]
Survivorship curves 55-7, 115-7

Health state valuations (HSV) 51-3, 64, 243

Health systems

Goals and functions 88
Performance framework 89

Healthy life expectancy (HALE) 85, 152

Hospital unit costs

Levels of hospital 205-6, 207
Model specification 201-3
Multiple imputation 201, 204-5
Regression coefficients 205
Smearing technique 204

International dollars [see Costs]

Interventions

Cardiovascular disease 237-259
Coverage 21-3, 61, 77, 84, 87, 91-2, 108
Clusters of interventions 110, 59-60
Definition of 20
Divisibility of 139-40
Effectiveness of [see Health effects]
Efficacy 64-6, 73, 94-5, 253
Interactions between 21-2, 35, 58, 84, 93, 136, 155
Scaling up 47, 109, 179, 191-2, 209

Non-fatal health outcomes [see Health effects]

Null set

Back adjustment 61
Definition 24, 58, 65
Natural history models 60, 65
Partial nulls 25-6, 58

Perspective [see Cost-effectiveness analysis]

Population modelling
Definition 57, 62-5
Differential equation systems 153, 155, 160-2
Disease interactions 160
Hazard rates 59-62, 64, 156-8
Microsimulation 173
Multi-state models 151-2, 243
PopMod (tool) 151-176, 57-8, 62-3
Runge-Kutta method 168-9
State transitions 26, 154-6, 174

Priority-setting
Barriers to implementation 108-9, 285
National uses of 84-5
Practical implementation 108
Criteria for 84-7

Productivity gains or losses 32-4

Programme costs
Classification 181-2
Conceptual approach 180
CostIt tool 38, 189, 191
Coverage levels 47, 77, 186, 188
Definition 35-6
Economies of scale 47, 183, 188
Fixed versus variable 183
Non-traded goods 38-40, 44, 112, 186
Prices 185-6
Traded goods 39-40, 44, 112, 185

Quality-adjusted life years (QALYs) 8, 33, 53, 65, 279, 294-6

Rationing [see Ethical issues]

Reimbursement and financing decisions 87

Sensitivity analysis [see Uncertainty analysis]

Smearing technique [see Hospital unit costs]
Stochastic league tables [see Uncertainty analysis]

Time preference [see Discounting]

Uncertainty analysis
- Bootstrapping: 230-2, 75, 81, 223, 226
- Budget constraint: 139-40, 80, 134
- Expansion paths: 22, 77, 79
- Monte Carlo simulation: 227-30, 79, 218
- MCLeague: 97, 189, 218
- Probabilistic uncertainty analysis: 74-8, 95, 225-36
- Sensitivity analysis: 45, 74, 81, 95, 226
- Stochastic league tables: 79-81, 92, 217-23, 225-36

Welfare
- Gains and losses: 18-20, 30-4

WHO-CHOICE
- Database: 83, 108, 191
- Definition: XII

Willingness-to-pay (WTP): 3, 18, 126